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Preface 

The idea for this book began about two years ago when one of us (WHW) 
organized a focused session at the March Meeting of the American Physical 
Society on the applications of Raman scattering in materials characterization. 
The response to that session was overwhelming; we had twice as many papers 
as we anticipated, and it became clear at that time that Raman spectroscopy 
was becoming a standard tool for the materials scientist. Raman scattering 
has evolved from a technique practiced by dedicated laser physicists working 
in dark laboratories to a general-purpose characterization tool routinely ap­
plied to a wide range of materials science problems. With the addition of fiber 
optics, Raman probes are now in use for monitoring thin-film deposition pro­
cesses and for such practical tasks as sorting waste polymers for recycling. 
There are two reasons for this evolution. First, the new generation of Ra­
man instruments, with such improvements as array detectors, turnkey lasers, 
single-stage high-throughput spectrometers and holographic notch filters to 
reject Rayleigh light, made the implementation of Raman scattering sim­
pler and less expensive. Second, many scientists in the field realized that the 
sort of detailed information obtainable from Raman scattering measurements 
could not be obtained as easily or at all with any other methods. 

The purpose of the book is to provide a link between the fields of materials 
science and Raman spectroscopy. The first chapter gives an overview of the 
theory of Raman scattering in solids, with experimental examples drawn from 
well-known materials to illustrate most of the basic concepts. This chapter 
avoids rigorous mathematical treatments, but provides ample references to 
where such treatments can be found. The second chapter discusses the tre­
mendous improvements in Raman instrumentation that have been made in 
the last decade and the impact this has had on the widespread use of Raman 
scattering. The remaining eight chapters focus on specific materials systems 
that comprise the mainstream of current research in materials science: bulk 
and alloy semiconductors; semiconductor heterostructures; high-Tc supercon­
ductors; catalysts materials; III-V nitrides; fullerenes, nanotubes, and other 
inorganic carbon-based materials; polymers; and manganites. These chapters 
form the heart of the book, and they provide extensive examples of Raman 
applications to current materials science problems. To augment these chap­
ters, we have added short contributions on related subjects of historical or 



VI Preface 

topical interest. These short contributions are referred to as "boxes" and are 
generally invited by the author(s) of the chapter after which each appears. 
They range from an anecdotal account of a meeting with C.V. Raman to 
a purely technical account of strain mapping in semiconductor devices. The 
resulting book is the most thorough collection of Raman applications in ma­
terials science ever assembled in one volume. 

April 2000 
Ann Arbor 

Willes H. Weber 
Roberto Merlin 
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1 Overview of Phonon Raman Scattering 
in Solids 

R. Merlin, A. Pinczuk, and W.H. Weber 

Abstract. This chapter provides a short review of the concepts underlying 
inelastic light scattering by phonons in solids. The discussion introduces the 
basic scattering mechanisms and the nomenclature used in the Raman com­
munity, but it avoids mathematical details. We give extensive references to 
the literature on topics that delve more deeply into theoretical issues. In 
addition, selected experimental results, obtained primarily from simple, well­
known materials such as C, Si or GaAs, are shown to illustrate Raman spe­
ctroscopy applications to materials science. 

The term Raman scattering is historically associated with the scattering of 
light by optical phonons in solids and molecular vibrations. In this book, the 
term refers to inelastic scattering by most elementary excitations associated 
with degrees of freedom of ions and electrons in crystalline and amorphous 
solids. The only exceptions are long wavelength acoustic phonons (sound 
waves) and acoustic magnons, which are identified with Brillouin scattering. 
Inelastic scattering processes are two-photon events that involve the simul­
taneous annihilation of an incident photon and the creation of a scattered 
photon [1]. If the frequency of the latter, ws, is smaller than that of the for­
mer, WL, a quantum of energy li(WL- ws) is added to the scattering medium 
and the event is referred to as a Stokes process (here, we use WL to designate 
the incident photon frequency, since the incident beam is invariably genera­
ted by a laser source). If, instead, ws > WL, we have an anti-Stokes process, 
where an elementary excitation of the medium is annihilated. For systems 
in thermal equilibrium, the anti-Stokes intensity depends strongly on tempe­
rature, since these processes can occur only when the medium is not in its 
ground state. The dominant form of Raman scattering, first-order scattering, 
involves a single quantum of excitation in the medium. However, it is not 
uncommon for materials to show strong higher-order processes leading to the 
creation or annihilation of two or more quanta. 

Close to 75 years after the phenomenon was discovered [2], Raman scat­
tering has become one of the most versatile spectroscopic tools to study the 
low-lying excitations of condensed matter systems. The group of excitations 
that can be accessed in Raman experiments is large and is growing as differ­
ent areas of condensed matter science evolve. In solid-state media, it includes 
phonons, magnons, and impurity vibrational modes as well as the elementary 

W. H. Weber et al. (eds.), Raman Scattering in Materials Science
© Springer-Verlag Berlin Heidelberg 2000



2 R. Merlin et al. 

excitations of bulk and low-dimensional electronic systems. While the focus 
of this chapter is on Raman scattering by phonons, the conceptual discus­
sion of conservation laws and selection rules applies, with few modifications, 
to electronic excitations as well. For a general description of electronic Ra­
man scattering, particularly for doped semiconductors, we refer the reader to 
Chap. 7 of the book by Hayes and Loudon [3], and the review by Klein (4]. 
Magnetic scattering is discussed by Cottam and Lockwood [5] and in Chap. 6 
of [3]. Extensive information on the various forms of Raman scattering and 
a list of original references can be found in the proceedings of topical confe­
rences [6-10] and the series Light Scattering in Solids (11-18). 

The strongest inelastic light scattering processes are due to coupling of 
light to the electric moments of the scattering medium [3,19-22). Light scat­
tering processes in which light couples to magnetic moments are by far too 
weak to interpret experiments. Further, the intensities of scattering processes 
in which there is direct coupling of light to the motion of the ions are ne­
gligible [23]. At the relatively high frequency of light employed in current 
experiments, the dominant contributions to electric moments are due to ex­
citation of electrons across energy bandgaps (these are the so-called interband 
transitions in solids) (19,22). The coupling of incident and scattered light to 
the medium may be understood as the modulation of the electric susceptibi­
lity by elementary excitations (19). It is well known that coupling of light to 
optical transitions of the scattering medium is enhanced when WL and ws are 
close to interband gaps. Such optical resonances result in large enhancements 
of Raman scattering cross-sections and intensities (24-26). Events involving 
light at frequencies WL and ws that are close to interband transition energies 
are referred to as resonant Raman processes (see Sect. 1.2). 

The reader may find excellent classical, i.e., macroscopic presentations of 
the derivation of the Raman cross-section intensities in [1,3]. In classical as 
well as in quantum-mechanical descriptions (19,22,24-26], the intensities are 
calculated as differential cross-sections, which represent the rate at which 
energy is removed from the incident beam. The calculations of the cross­
sections incorporate parameters that describe modulations of the electric­
dipole density by elementary excitations of the scattering media. In classical 
descriptions, these modulations are represented by derivatives of the electric 
susceptibility. Macroscopic theories offer relatively simple, one could say intui­
tive, understandings of many light scattering phenomena [27]. With the use of 
the methods of group theory, macroscopic theories also yield symmetry-based 
selection rules for the polarization of the incident and scattered light (3,21,22]. 

Microscopic, that is quantum-mechanical, formulations are required in any 
attempt to describe resonant inelastic light scattering processes (24-26]. The 
microscopic description incorporates explicit interactions that account for the 
coupling between the photons and the electronic states of the material. The 
quantum formulation also requires precise consideration of the interactions 
between electrons and the elementary excitations of the media. In the specif-
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ic case of phonons, these are the diverse forms of the electron-phonon inter­
action. Inelastic light scattering resonances in bulk semiconductors have been 
investigated in considerable detail [25,26,28]. In particular, resonant scatter­
ing by optical phonons and by electronic excitations are reviewed in [26], and 
specific examples are given in several of the following chapters. 

The study of resonant effects continues to be of great interest because 
enhanced cross-sections enable Raman scattering observations of otherwise 
weak processes. Early research demonstrated resonant enhancement in the 
spectra of optical phonons [29-32] and excitations of an electron gas at semi­
conductor surfaces [33]. In the latter case, light scattering occurs within ultra­
thin layers of thickness that in some instances are 10 nm or even smaller. The 
enhanced cross-sections revealed in this research played a key role in seminal 
light scattering studies of vibrational modes in semiconductor superlattices 
and quantum wells [34-37], as discussed in Chap. 3. Resonances are also cru­
cial in studies of low-dimensional electron systems in semiconductor hetero­
structures and field-effect-devices [38-41]. Low dimensional electron systems 
that reside in semiconductor quantum structures are of great interest in con­
temporary materials science, device applications and fundamental physics. 

1.1 Light Scattering Mechanisms and Selection Rules 

1.1.1 Conservation Laws 

Consider a monochromatic light beam of frequency WL. The magnitude of 
the propagation vector, kL, is lkLI = WLTJ(WL)/c where rJ(wL) is the refractive 
index. Due to the scattering, a fraction of the incident photons are annihilated 
with creation of a scattered field in which the photons have frequency w8 • 

The propagation vector of the scattered light is ks, with lksl = WsrJ(ws)/c. 
We define the scattering frequency as 

W=WL-WS, (1.1) 

and the scattering wave vector as 

(1.2) 

Inelastic scattering must satisfy conservation of energy and momentum. To 
consider these conservation laws we recall that in perfect crystals, that is, in 
idealized materials that display perfect translation symmetry, the elementary 
excitations can be labeled by the wave vector q, also known as the crystal 
momentum [42]. These modes are represented by a dispersion relation that 
specifies a frequency Wq for each value of q [42]. In first-order processes, only 
a single elementary excitation participates. In such situations, momentum 
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conservation translates into the requirement that the scattering wave vector 
equal the wave vector of the excitation: 

k=q. (1.3) 

Similarly, conservation of energy leads to 

w=wq. {1.4) 

In higher-order scattering processes w becomes the sum of the frequencies of 
two or more quanta for which the total wave vector is k (see Sect. 1.3). 

1.1.2 Kinematics: Wave Vector Conservation 

Processes that conserve crystal momentum obey {1.3). The magnitude and 
orientation of the scattering wave vector are determined by the geometry of 
the scattering experiment. Figure 1.1 shows three standard arrangements for 
the propagation of incident and scattered beams. The smallest and the largest 
scattering wave vector are obtained, respectively, in the forward (0 = 0°) and 
the backscattering (0 = 180°) geometries. In the forward case, the magnitude 
of the scattering wave vector is 

lkminl = [ry(WL)WL -ry(ws)ws] (1/c) , (1.5) 

whereas, in the backscattering configuration, we have 

lkmaxl = [ry(wL)wL + ry(ws)ws] (1/c). (1.6) 

It follows from (1.6) that for typical experiments, in the visible and near infra­
red, kmax ~ 106 cm-1 . This wave vector is much smaller, by about two orders 
of magnitude, than the value corresponding to the Brillouin zone boundary 

91 
I 
i 

q 

Fig. 1.1. Diagrams showing various scattering geometries 
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of typical crystals [28]. Thus, first-order processes that conserve wave vector 
access only elementary excitations at or near the center of the Brillouin zone. 
For higher-order processes, wave vector conservation is written as 

(1.7) 

where the summation is carried out over all the elementary excitations that 
take part in the scattering. In the vector sum of (1.7), the individual excitation 
wave vectors, %, can range from zero to the values at the Brillouin zone 
boundary. Inelastic light scattering spectra obtained under conditions of wave 
vector conservation are thus of two kinds. In first-order, the spectra display 
a discrete set of peaks that are associated with elementary excitations at the 
center of the zone, whereas higher-order spectra give continua that probe 
modes of wave vectors that span the whole Brillouin zone of the crystal. 
In second- and higher-order processes, the prominent spectral features are 
related to structure in the density of states of the respective modes. These 
are the so-called critical points, that is, points at which (8wqj8q) = 0 [42]. 

1.1.3 Kinematics: Breakdown of Wave Vector Conservation 

Wave vector conservation as represented by (1.3) and (1.7) breaks down when 
the medium has no translation symmetry (linear momentum is, of course, al­
ways conserved). In the language of quantum mechanics, we say that the 
Bloch theorem does not apply and, hence, that wave vectors are not good 
quantum numbers for labeling modes [42]. This applies to mildly imperfect 
crystals with a small concentration of defects as well as to solid solutions, 
alloys and amorphous solids (glasses). In all these cases, the Raman spectra 
are expected to display features reflecting the density of states of the parti­
cular excitation (see Sects. 1.4-1.6). We note that inelastic light scattering 
studies of imperfect or non-crystalline samples play a fundamental role in the 
characterization and materials science of such systems. 

The condition of conservation of wave vector has to be considered with 
some care in the case of quantum structures such as artificial multilayer 
systems that display size quantization along one or more directions [43,44]. 
Size quantization, or confinement, occurs when there is a small characteris­
tic length, so that along that direction the motion is quantized into distinct 
energy levels, as in a quantum well. For electrons, typical lengths are in the na­
nometer range, and these structures are often referred to as nanostructures. In 
quantum structures, the crystal momentum may remain as a good quantum 
number for components along directions orthogonal to that of the size quan­
tization. For example, when size quantization occurs along a single direction, 
the wave vector is a good quantum number for the other two (orthogonal) 
directions and the system displays two-dimensional behavior. Confinement 
may also involve two directions in space and, in this case, the quantum struc­
tures known as quantum-wires exhibit one-dimensional behavior. Finally, in 
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the so-called zero-dimensional case of a quantum-dot, wave vectors cannot 
be used to represent states. 

Wave vector conservation as described by (1.3) also breaks down in stron­
gly absorbing media. In the presence of optical absorption, which necessarily 
occurs in experiments carried out under resonance conditions, the refractive 
indexes ry(wL) and ry(ws) are complex. The wave vectors kL and ks are also 
complex, having imaginary parts given by Im(kL,s) = WL,sfl;(WL,s)/c, in which 
fl;(wL) and fl;(ws) are the extinction coefficients at the two frequencies [42]. 
We recall that in solids with translation symmetry the wave vector q is a con­
tinuous, real variable. Thus, the condition of wave vector conservation (1.3) 
cannot be exactly fulfilled in absorbing media. Instead, a range Aq of phonon 
wave vectors can be excited. The range is defined by the magnitude of the 
extinction coefficients [19), and we may write: 

Aq;:::;; Im(kL) + Im(ks) . (1.8) 

The inelastic light scattering intensities will still have a major peak from the 
zone-center phonons, but there will be additional contributions from modes 
extending over a range of wave vectors defined by (1.8). A similar picture of 
the breakdown in wave vector conservation applies to partially disordered, or 
microcrystalline, materials in which there is absence of long-range order. In 
this case one defines a correlation length (or average crystallite size) i, over 
which the material shows good crystalline order. Thus, the range of phonon 
wave vectors that contribute to the Raman line shape is determined by the 
crystallite size and is given by Aq = 21r / i [45]. 

1.1.4 Light Scattering Susceptibilities 

Stokes and anti-Stokes radiation are created by a fluctuating electric-dipole 
set up in the scattering medium by the simultaneous action of the incident 
light beam and the elementary excitations of the solid [3,19,21,22]. The ef­
fect may be understood as that from an induced polarization P (the dipole 
moment per unit volume) that oscillates at the frequency ws. We mentioned 
earlier that this polarization is represented by a modulation of the electric 
susceptibility of the medium induced by elementary excitations of frequency 
Wq· It is then natural to introduce a modulated Raman susceptibility 8xi1, 

defined by [3,19] 

Pi(ws) = ·~.::)XijEj(wL) , (1.9) 
j 

where E(wL) is the electric field of the incident beam. In its most general form 
this susceptibility is a function of WL, ws, and also of the wave vectors of the 
light and the elementary excitations. The modulated susceptibility is a second 
rank tensor with non-zero components determined by the symmetries of the 
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scattering medium and of the elementary excitations [3,19). The scattering 
intensity, proportional to !P(ws)! 2 [46), becomes 

(1.10) 

where es and eL are the unit polarization vectors of the scattered and incident 
beams, respectively. It is remarkable that an expression as simple as this 
one can be used to gain significant insights into inelastic light scattering 
phenomena using a purely phenomenological framework. Here, OXij is written 
as a series expansion in powers of coordinates that represent the elementary 
excitations of the scattering medium, and (1.10) is used to determine the 
selection rules for the polarization of the incident and scattered light. As an 
example we consider optical vibrations. In infinite, perfect, crystalline media 
these modes are represented by plane waves that are the Fourier components 
of the motion of the ions. Explicitly, the displacement U of a particular ion 
in the unit cell at r is given by [1] 

Us(r, t) ex Qm(w, q)ei(q·r-wt) , (1.11) 

where Qm(w,q) is the phonon coordinate or, alternatively, the amplitude of 
the mode of frequency w and wave vector q belonging to the mth-branch. 
In a quantum mechanical description, phonons are the quanta of the displa­
cement fields associated with the harmonic oscillations. While the analysis 
of phonon symmetries generally requires the full space group of the crys­
tal [47-49), the prescription for enumerating Raman-active modes and their 
associated scattering tensors is considerably simpler for it involves only the 
representations of the point group [3). For instance, for the centrosymmetric 
silicon with the diamond structure, the group is oh and the optical phonons 
at the center of the Brillouin zone are triply degenerate and transform like 
the gerade representation F2g· We will use Schoenfiiess' notation for the point 
group and Mulliken's for the representation symmetry, except that F will be 
used for triply degenerate modes, instead ofT. This minor change in nota­
tion is now widely used since it is consistent with the sequence E, F, G, and 
H being used to identify 2-fold, 3-fold, 4-fold, and 5-fold degenerate modes, 
respectively. In the case of zincblende crystals such as GaAs, which belong to 
the point group Td with no center of inversion, the long-wavelength optical 
modes are triply degenerate (this, ignoring the splitting between transverse 
and longitudinal modes due to long ranges electrostatic forces; see later) and 
transform like a vector corresponding to the F2 representation. A full group 
theoretical treatment is beyond the scope of this chapter. The interested rea­
der may find some guidance in [3,47-49). 

In the phenomenological description, the modulated susceptibility is writ­
ten as 

(1.12) 
m mn,qp 
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where the second-rank tensors R~j> and R~jn) are referred to as the first­
and second-order Raman tensors, respectively. Here, the first term in the 
right hand side has a single phonon coordinate at q >::::: 0 and represents 
first-order scattering. The next term has two phonon coordinates and re­
presents second-order scattering (from (1.7), we have that q + p >::::: 0). In 
this fashion we generate expressions that describe further higher-order scat­
tering events. The expansion of the modulated susceptibility is not limi­
ted to lattice vibrations (for plasma waves, which are the collective exci­
tations of an electron gas, see [43,50]) or to the wave vector representa­
tion. In fact, there are situations where it is more convenient to consider 
expansions in terms of the ion displacements U or other local variables such 
as the ion spin. The latter is widely used to describe light scattering by 
magnons [3,5]. 

Equations (1.10) and (1.12) are employed in calculations of inelastic light 
scattering intensities. If the first term in the right side of (1.12) does not 
vanish for a particular mode, the mode is, by definition, Raman active or 
Raman allowed. Equation (1.10) is then used to obtain selection rules for 
the polarization of the incident and scattered light. Because Raman tensors 
are of second rank (like the linear dielectric tensor), they transform like the 
product of two vectors. Their non-vanishing components have been obtai­
ned for all the crystal classes long ago [21]. A list of all the Raman tensors 
and their symmetries is given, e.g., in [3,26]. Raman-allowed modes are those 
that transform according to one of the symmetries of second-rank tensors 
and scattering processes that obey the proper selection rules are referred to 
as allowed scattering. These principles apply to all elementary excitations of 
ions and of electrons. In addition, and as for the dielectric tensor, Raman 
tensors of vibrational modes are symmetric, i.e., Rii = Rii• except near reso­
nances where they can have anti-symmetric components [3]. Hence, strictly 
antisymmetric phonons are forbidden in off-resonance scattering. This does 
not apply to excitations that are not invariant under time-reversal, such as 
magnons and spin-flip transitions, for which the Raman tensors are predomi­
nantly antisymmetric [3,5). 

An important case is that of materials possessing a center of inversion. 
Here, the Raman tensor is of even symmetry and, accordingly, odd symmetry 
modes are Raman inactive. This applies in particular to the so-called infrared­
active modes, which carry a dipole moment and couple directly to light. 
Infrared-active modes are odd because the dipole moment, being a vector, 
changes sign under inversion. It follows that the Raman allowed modes of 
centrosymmetric materials are infrared inactive and vice versa. Depending 
on the crystal structure, materials with a center of inversion may exhibit 
only Raman-active or infrared-active phonons, a combination of both as well 
as modes that are silent: neither Raman nor infrared active (e.g., the A 29 and 
B1u optical phonons in the rutile structure; see Sect. 1.1.5). For instance, the 
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triply degenerate optical mode of the diamond structure is infrared-forbidden 
while rocksalt crystals (e.g., NaCl) show only infrared-active modes [47]. 

To continue with examples of first-order Raman scattering we return to 
the case of the zincblende structure [47], where the optical modes at q = 0 are 
described by the components of a vector. Consider now the mode for which 
the displacements are along the z direction. The table of [3] indicates that 
the corresponding first-order Raman tensor is 

[0 d 0] 
Rfi = d 0 0 . 000 (1.13) 

This expression offers an example of the determination of polarization selec­
tion rules. The tensor specifies that in a coordinate system aligned with the 
crystal axes, Raman scattering occurs when the incident and scattered polari­
zation are orthogonal to the phonon displacement coordinate, perpendicular 
to each other and lie in the x-y plane (note that, for these polarizations, 
the phonon displacements along the x and y directions do not contribute 
to the scattering). The short-hand notation for indicating this geometry for, 
say, backscattering from a (001) surface is z(xy)z, following the Porto con­
vention [51]. The first and last symbols indicate the propagation directions 
and the second and third symbols indicate the polarization directions of the 
incident and scattered beams, respectively. 

Using polarized measurements from oriented single crystals it is usually 
possible to identify unequivocally the irreducible representations for all allo­
wed Raman modes of a material. In powders, polycrystalline films, and glassy 
polymers polarization measurements can also give information about the pro­
perties of the Raman tensors, but the information is much more limited. In 
these cases one measures the depolarization ratio {! 

J(es_ieL) 
{! = J(esllh) ' 

(1.14) 

which is the intensity ratio obtained when the scattered light polarization is 
alternatively perpendicular and parallel to the incident polarization. Totally 
symmetric vibrational modes, i.e., those that maintain the symmetry of the 
crystal and whose scattering tensors have only diagonal elements, have smal­
ler depolarization ratios than the other modes. A strongly polarized mode is 
one with a small value of {!, a strongly depolarized mode has a large value 
of(!. In general, 0 ::; {! < 3/4, with the maximum value being obtained for 
those modes with only off-diagonal matrix elements [52]. 

1.1.5 Enumeration of Raman Active Modes 

Before attempting to analyze Raman spectra from a material, one would 
first want to identify the number of Raman-allowed modes and their sym­
metries (i.e., their scattering tensors). This is a straightforward task, if the 
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complete crystal structure of the material is known. The procedure we have 
found most useful for accomplishing this task is called the nuclear site group 
analysis method, as discussed in detail by Rousseau et al. [53], who also give 
extensive tables used to carry out the procedure. The first step is to identify 
the crystal structure, i.e., the space group, and the precise location of each 
atom in the unit cell. Complete descriptions of all space groups and the al­
lowed atomic positions within the unit cell can be found in the International 
Tables for Crystallography [54]. This volume also defines the Wyckoff nota­
tion [55], used to designate the various possible atomic sites, and the site 
symmetries as given in Tables A of [53]. The second step is to determine the 
irreducible representations of the zone-center phonons that result from each 
of the non-equivalent, occupied sites in the unit cell (Tables B of [53]). The 
third and final step is to identify and determine the scattering tensors for the 
irreducible representations that are Raman allowed (Tables E of [53]). Two 
simple examples serve to demonstrate the method. 

Consider again semiconductors such as Si or Ge that crystallize in the 
diamond structure, of space group 0~. There are eight equivalent atoms in 
the cubic (non-primitive) unit cell, and they occupy the 8a sites in Wyckoff's 
notation [55]. According to Table 32A of [53], these have Td site symmetry. 
From Table 32B of [53], the irreducible representations of the zone-center 
phonons (at the r-point of the Brillouin zone) resulting from atoms occupying 
the 8a sites are 

(1.15) 

From Table 32E of [53], the F29 mode is Raman active. The table also shows 
that translations transform like F1u. Therefore, this symmetry corresponds 
to acoustic modes. Both representations are triply degenerate, and together 
they account for all six degrees of freedom required for a structure with two 
atoms in the primitive unit cell. Furthermore, the three Raman tensors for 
the F29 modes are symmetric matrices with only xy, xz, or yz components, 
respectively, all of which are equal. 

As a second example, consider the rutile structure, which is found for 
a number of metal dioxides (e.g., TiOz, Ru02, Ir02, Rh02, Os02) and 
difluorides (e.g., CoF2, MgF2, NiF2, MgF2). The space group for the ru­
tile structure is D!~, and there are two formula units per primitive unit 
cell. The cations occupy 2a sites and the anions 4/ sites [55], which (from 
Table 15A of [53]) have site symmetries of D~h and C~v' respectively. From 
Table 15B of [53] the irreducible representations are A2u + B1u + 2Eu and, 
A19 + A29 + A2u + B19 + B1u + B29 + E 9 + 2Eu, for the 2a and 4f sites, 
respectively, giving the result 

(1.16) 
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Finally from Table 15E [53] we identify the four Raman-active modes whose 
scattering matrices have the forms: 

[
a 0 0] 
OaO , 
OOb 

B19 : [~ ~c ~] , 
0 0 0 

[0 d 0] 
B29 : d 0 0 , 

000 
(1.17) 

Eg : [~ ~ ~] ' [~ ~ ~] 
eOO OeO 

and 

Note that there are 18 total zone-center vibrational modes in (1.16), counting 
the doubly degenerate E modes twice, as required for 6 atoms per primi­
tive unit cell. Table 15E also indicates that translations and, hence, acoustic 
modes transform like A 2u + Eu and that the optical modes of symmetries 
A29 and B1u are silent. 

There are two fairly common situations in which the selection rules as de­
rived above for first-order scattering may go wrong. The first of these occurs 
when a Raman-allowed mode is also infrared active, which can only happen in 
crystals that lack inversion symmetry. Here, the problem is not the selection 
rules themselves but the fact that, due to the long-range nature of the Cou­
lomb field associated with infrared-active vibrations, the frequency of a given 
mode depends on the direction of q [3]. In zincblende materials, this leads to 
a splitting of the triply-degenerate optical mode at q ~ 0 into a transverse 
doublet (TO) and a longitudinal singlet (LO) (in non-cubic structures, the 
dependence of the frequency on the wave vector is complicated by the compe· 
tition between electrostatic forces and crystal anisotropy; see [3]). Given that 
the Raman tensor does not depend on q a particular scattering geometry may 
give either TO or LO modes. This is discussed in detail in [3]. The second si­
tuation in which the simple selection rules may break down is under resonant 
conditions. This type of scattering is known as forbidden Raman scattering. 
Resonant forbidden Raman scattering can be much stronger than resonant 
allowed scattering. We consider a particular example, namely, forbidden LO 
scattering in Sect. 1.2. 

1.1.6 Stokes and Anti-Stokes Scattering Intensities 

Equations (1.10) and (1.12) enable simple evaluations of Raman scattering 
intensities. We consider the case of first-order Stokes scattering, for which 
the scattered intensity can be written as 

(1.18) 

where the Bose factor, 

n(w, T) = 1/ [exp(llw/kBT)- 1] , (1.19) 
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gives the equilibrium population of phonons at temperature T [42) and (n + 
1IQmln) is the matrix element for adding a phonon to the crystal. In the case 
of anti-Stokes processes, the corresponding matrix element is (n- 1IQmln). 
In the harmonic approximation, we have [56): 

(niQmln + 1) rv (n + 1)1/ 2 ' (1.20a) 

and 

(1.20b) 

These equations are used to obtain the ratio between Stokes and anti-Stokes 
intensities: 

(Is/ hs) = exp(liw/kaT). (1.21) 

The same expression applies, of course, to any (bosonic) excitation that can be 
described as a harmonic oscillator (e.g., plasmons) as well as to scattering by 
elementary excitations of an electron gas [3). More generally, (1.21) applies to 
excitations for which the Stokes and anti-Stokes processes are related by time 
reversal. This is not the case of scattering by magnetic excitations such as 
magnons [5,57). Departures from the behavior predicted by (1.21) also occur 
in resonant experiments when the separation between the Stokes and anti­
Stokes frequencies is comparable to the width of the electronic resonance [22). 

The thermal factors that enter in higher-order scattering processes require 
some careful consideration. Consider as an example the case of second-order 
Raman scattering by phonons. Here two modes of frequencies w1 and w2 are 
involved, with thermal occupation factors n 1 and n2. Generally, there are two 
kinds of two-phonon processes: sum and difference. In sum-processes, the two 
modes are created in the Stokes- and both are annihilated in the anti-Stokes 
component. In the difference-case, one mode is created and the other one is 
annihilated for both Stokes and anti-Stokes. As a result, in sum processes 
the Stokes intensity is proportional to ( n1 + 1) ( n2 + 1) while the anti-Stokes 
intensity is proportional to n1n2 • For a difference process with w1 > w2 , the 
Stokes and anti-Stokes intensity are, respectively, proportional to (n1 + 1)n2 , 

and n1(n2 + 1). We leave it as an exercise for the reader to prove that in 
either case (sum or difference), the intensity ratio is still given by (1.21). 

1.2 Resonant Light Scattering and Forbidden Effects 

Resonant effects in inelastic light scattering represent a major field of study 
(see, e.g., [26]). Measurements of the (laser) frequency dependence of the Ra­
man cross-section offer valuable insights into the physics of inter band optical 
excitations of the material. Also, large resonant enhancements of the cross 
sections enable the observations of modes that may have very weak signals 
under non-resonant conditions. It is clear that understanding resonant en­
hancements is crucial for the design of experiments. Resonant cross sections 
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can be calculated using the methods of time-dependent perturbation theory 
of quantum mechanics. In this section we present some of the basic ideas 
involved in the description of resonant processes. 

We consider as an example the case of long wavelength optical phonons 
in a bulk semiconductor such as GaAs. First-order Raman scattering takes 
place as three distinct quantum events [19,21,22,24-26]: (i) The incident pho­
ton is annihilated with creation of an interband electron-hole pair, (ii) the 
interband excitation is scattered by the optical phonons and (iii) the scatte­
red photon is created with annihilation of the interband electron-hole pair. 
This sequence of events forms the basis for calculating the modulation of the 
electric susceptibility of the scattering medium by the optical phonon. The 
events involving photons take place through the coupling of electrons with 
the radiation field while those that involve phonons rely on the electron­
phonon interaction [3,21,22,24-26]. Figure 1.2 shows Feynman diagrams des­
cribing terms that enter in the calculation of the first-order Raman tensor by 
third-order time-dependent perturbation theory [3,21,22,24-26]. These band­
diagrams and the associated Feynman diagrams represent the three quantum 
events that contribute to the Raman tensor of a semiconductor that has no 
electrons (holes) in the conduction (valence) band. The diagrams are useful 
in the discussion of resonant processes because they highlight the electron 
transitions in the three events. The numbers indicate the time-sequence of 
the events. In the context of time-dependent perturbation theory, there are 
contributions of other terms with a different time sequence. However, the 
diagrams shown are the ones that lead to the largest resonant enhancement. 

In the diagrams of Fig. 1.2, the electron interband transitions involve 
states of energies Eo: and E13. These transitions are associated with photon 

(a) (b) 

Fig.1.2. Energy band diagrams and associated Feynman diagrams for light scatter­
ing processes (see text). Parts (a) and (b) show the electron and hole contribution 
to the scattering. The numbers indicate the order of the electronic transitions; 
e and h denote, respectively, electron and hole states 
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annihilation and creation. In Fig. 1.2a the electron-phonon coupling results 
in an intraband transition, while in Fig. 1.2b the hole undergoes an interband 
transition. The Raman tensor associated with these diagrams may be written 
as [3,21,22) 

(1.22) 

The coefficient Cij,m involves the product of three matrix elements. Two 
are due to the electron-radiation Hamiltonian iiR and the third one to the 
electron-phonon interaction VL. The diagrams of Fig. 1.2a involve only two 
bands, and are called two-band terms. Those in Fig. 1.2b involve three bands, 
and are called three-band terms. Given that phonon energies are much smaller 
than those of interband transitions, that is Ea,/3 ~ liw, the two-band dia­
grams in Fig. 1.2a give the largest enhancement when the photon energy is 
in the vicinity of the gap (21,22,24-26). 

The expansion (1.12) of the susceptibility in terms of the phonon coordi­
nates suggests a relationship between resonant Raman scattering and modu­
lation spectroscopy in that 

(m) axij aw 
Rij ~ axij/8Qm ~ aw X 8Qm . (1.23) 

Within this approximation, the scattering resonances follow simply the fre­
quency-dependence of the linear susceptibility probing the modulation of the 
electronic band structure by the atomic displacements [26). A more thorough, 
but still simplified treatment shows that there is an additional contribution 
that reflects phonon-induced shifts of the optical oscillator strength (it gives 
a weaker resonance) and that 8Xij/8w should be replaced by the finite diffe­
rence [Xij(wL)- Xij(ws)] fw. This latter expression often provides a reliable 
order-of-magnitude estimate of the resonant enhancement [24-26]. 

As mentioned earlier, larger cross sections are not the only outcome of 
resonant scattering; resonances often lead to the appearance of forbidden ef­
fects. A classic example is given by the work of Leite et al. [58] and Klein and 
Porto (59) on CdS. When the laser frequency is in the vicinity of the band­
gap of CdS, and for esand eLparallel to each other, a series of sharp Raman 
lines is observed, corresponding to multiple excitations of near zone-center 
LO phonons. As shown in Fig. 1.3, overtones of the 304cm-1 LO phonon 
are seen out to the ninth order. If the laser frequency is slightly lower, only 
a broad luminescence is observed. Experimentally, the first-order LO scatter­
ing associated with the overtones cannot be accounted for by the expansion 
in (1.12). Theory shows that it is a forbidden effect that depends both on the 
phonon displacement and the finite scattering wave vector (60). Overtones are 
observed for LO but not TO phonons because the longitudinal modes carry 
an electric field and, thus, they interact strongly with the carriers through 
the Frohlich interaction (60). Various models have been used to explain the 
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457.9 nm 
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Fig. 1.3. Resonant Raman scattering showing multiple LO phonon excitation from 
CdS when excited with a 457.9-nm laser at room temperature. Adapted from (58) 

large number of overtones including the 'cascade model where electrons cas­
cade down the conduction band as they emit LO phonons [61] and the solid­
state analog of the configuration coordinate model which provides a simple, 
molecular-like explanation for the occurrence of multiple scattering [62]. 

1.3 Two-Phonon Scattering 

The energy and momentum conservation rules that apply to a two-phonon 
scattering event, given in (1.3) and (1.4), are quite simple. In contrast, the 
full theoretical treatment of the symmetry-based selection rules, which also 
apply, is quite complicated. One must first determine the symmetry of each 
phonon branch in terms of the irreducible representations of the group of the 
wave vector q. These are then combined with the symmetries of the phonons 
at -q to obtain the irreducible representations for all possible two-phonon 
states. Only those two-phonon states whose symmetry correlates with at least 
one of the Raman-active symmetries for that point group will be allowed. For 
example, crystals belonging to the cubic oh point group (e.g., diamond or 
fluorite structures) have Raman-active symmetries A19 , E9 , and F29 , and 
only those two-phonon states that belong to one of these will be allowed. 
The general procedure for solving this problem is given by Turrell [63], and 
several specific examples are discussed by others [47,64-66]. 

In practice the interpretation of two-phonon spectra is relatively simple. 
As pointed out by Cardona [26], the scattering is typically dominated by 
those phonon sum combinations whose irreducible representations contain the 
identity representation. Since all overtones (phonons from the same branch, 
but from opposite sides of the Brillouin zone) fall into this category, it is 
often reasonable to approximate the two-phonon Raman spectrum by the one­
phonon density of states (DOS) with the frequency axis multiplied by two. We 
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refer to this quantity as the 2w-DOS. This is a rather severe approximation, 
but it tends to work well for many materials. 

An example of the similarity between the second-order Raman spectrum 
and the calculated 2w-DOS [67] is shown in Fig. 1.4 for a Si crystal. There 
is a weak feature observed near 620 em-\ arising from a combination, that 
does not match structure in the 2w-DOS, but the overall agreement is quite 
good. The frequency positions of all of the sharp structure in the spectrum 
associated with critical points in the phonon dispersion curves are given ac­
curately by the 2w-DOS, although the relative intensities of different spectral 
regions are not. Thus, the second-order spectrum is quite sensitive to the 
phonon dispersion curves throughout the Brillouin zone. Although it is not 
possible to determine the full dispersion curves from the second-order Raman 
spectrum, one can sometimes check the accuracy of various calculations of 
these curves, as has been done for example in the case of SiC [68]. This is 
a particularly useful application of Raman scattering, if the material being 
studied is not available in large enough single crystals to perform inelastic 
neutron scattering measurements of the dispersion curves. 

2(1)-DQS 

Raman spectrum 

0 200 400 600 800 1000 

Raman Shift (cm-1) 

Fig. 1.4. Comparison between the Si 2w-DOS, upper panel, as calculated by We­
ber [67) and the Raman spectrum of Si recorded in the z(xx)z configuration with 
633-nm radiation from a (001) Si surface. The first-order mode at 521cm-1 , which 
is forbidden in this geometry but was observed due to polarization leakage, was 
artificially removed for clarity 
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1.4 Phonons in Semiconductor Alloys 

The development of semiconductor alloy materials has led to a wide assort­
ment of device applications that would have been much more limited, if not 
impossible, in pure semiconductor systems. The range of devices includes de­
tectors, light emitting diodes and lasers, and high-speed transistors. Raman 
scattering has played a central role in the characterization of many of these 
material systems. 

As an example we consider the Sil-xGex alloy, which was one of the first 
and most thoroughly studied alloy system. These group IV elements have 
the same (diamond) crystal structure, and they are totally miscible, forming 
a random alloy over the full compositional range. The Raman spectrum is 
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Fig. 1.5. Variation with composition of the Raman lines from bulk alloys of Si and 
Ge. From Renucci et al. [69] 
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dominated by three lines that can be loosely identified as Si-Si, Si-Ge, 
and Ge-Ge modes. The frequencies and intensities of these lines vary in 
a systematic way with composition, as shown in Fig. 1.5 [69]. The Si-Si and 
Ge-Ge lines approach the frequencies and intensities of the pure crystals at 
x = 0 (520cm- 1) and x = 1 (303cm- 1), respectively, while the Si-Ge line 
falls between these limits and has maximum intensity near the middle of the 
compositional range. 

Another interesting aspect of Raman scattering in alloys is revealed by the 
results on the system AlxGal-xAs reproduced in Figs. 1.6 [70] and 1.7 [71]. 
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Fig. 1.6. Upper panel: Raman spectra showing two-mode behavior of LO pho­
nons in Ah-xGaxAs. Lower panel: LO and TO frequency vs. AI composition. The 
triangles, squares and circles are for samples grown by molecular-beam, liquid-phase 
and vapor-phase epitaxy, respectively. Early Raman measurements from R. Tsu, 
H. Kawamura and L. Esaki (Proc. 11th Int. Conf. Physics Semicond., ed. by M. Ma­
siek (Polish Scientific, Warsaw 1972), p. 1135) are represented by dashed lines. The 
dashed-dotted curves are theoretical results. Adapted from (70) 
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Fig. 1.7. Comparison between the calculated phonon DOS in GaAs (labels SM, RI 
and BC refer to the shell-, rigid-ion- and bond-charge models) and the experimental 
disorder-induced scattering from the alloy Alo.19Gao.s1As. The inset shows the 
estimated second-order scattering contribution. From (71) 

Other than the dominant AlAs- and GaAs-like zone center TO and LO modes 
shown in Fig. 1.6, the spectrum of Fig. 1. 7 exhibits a disorder-activated first­
order continuum, which follows closely the one-phonon DOS [71]. The ap­
pearance of TO and LO pairs is known as two-mode behavior [72]. With 
the possible exception of InxGal-xP, all the III-V binary systems that have 
been studied with Raman scattering show two-mode behavior [72]. The less 
common one-mode behavior (i.e., a single TO or a single LO over some com­
positional range) is observed in a handful of II-VI mixed crystals includ­
ing ZnxCdl-xS [73]. In either case, phonon frequency variations are usually 
large enough for Raman scattering to be the preferred local probe to provide 
a simple and accurate determination of the alloy composition. 

1.5 Impurity Centers and Other Defects 

At the ends of the compositional ranges for a binary alloy system it is more 
appropriate to view the trace constituent as an impurity in an otherwise 
perfect host crystal. These dilute impurities have their own local vibrational 
modes, which can often be observed in Raman scattering. Momentum con­
servation is not required in the scattering process, since crystal momentum 
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is not a valid quantum number for the localized mode. For substitutional 
impurities having the same valence state as the host crystal atoms, but a dif­
ferent mass, the sign of the mass difference determines the nature of the local 
mode. If the impurity is lighter than the host, the local mode frequency is 
usually well above the highest frequency phonon in the host. The mode tends 
to be highly localized and long-lived (narrow in the frequency domain), since 
it cannot couple directly to the continuum of one-phonon states in the host. 
In an atomistic picture, the heavier host atoms cannot follow the fast motion 
of the light impurity. In the opposite limit of a heavier impurity, the mode 
is not truly "local", since it couples to the host continuum. In this case we 
would expect a much broader Raman line. 

As examples we consider group IV substitutional impurities in a Ge lat­
tice. For the lighter impurities, C and Si, the local modes are observed at 
530 and 395cm-1 [69,74], respectively. Both frequencies are well above the 
top of the Ge phonon bands(~ 300cm-1), and consequently the modes are 
highly localized and quite narrow. In contrast, the local mode for the heavier 
element Sn in Ge is at 263cm-l, which falls in the middle of the Ge optical 
phonon branch [74]. The relative width (l:lwjw) of the Sn mode is larger by 

Ge:C (x10) 

100 200 300 

Raman Shift (cm"1) 

Fig. 1.8. Raman spectra obtained with 633-nm radiation in the z(xy)z scattering 
geometry of 50-nm thick C-doped (upper trace) and Sn-doped (lower trace) epitaxial 
layers grown on Ge(OOl) at 200 °C. Adapted from (74). The Sn concentration is 
a few %; the C concentration is much lower 
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about a factor of three compared with the C or Si local modes. Typical Ra­
man spectra illustrating these results for the impurity modes of C and Sn in 
Ge are shown in Fig. 1.8. 

Since impurity centers and defects break the translational symmetry of 
the crystal, thereby relaxing the conservation of wave vector (1.3), they can 
sometimes lead to scattering by phonons in the host material that have wave 
vectors far away from the zone center (as for AlxGa1-xAs [71); see Fig. 1.7). 
A classic example of a material showing such defect-induced Raman lines is 
given in Fig. 1.9 for graphite. Graphite has two allowed Raman modes, both 
of E29 symmetry, whose frequencies are 42 and 1582 cm-1 [75). In the lower 
trace of Fig. 1.9, corresponding to a nearly perfect single crystal, only the 
high-frequency, Raman-allowed line at 1582cm-1 is seen. The upper trace 
shows a spectrum from highly defective graphite, which contains in addition 
to the allowed Raman line a strong defect-induced band near 1340cm-1 and 
a weaker band near 1620 em - 1. 
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Single-crystal 
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1800 2000 

Fig.1.9. Raman spectra obtained with 633-nm radiation showing the Raman­
allowed mode at 1582cm-1 in a high-quality graphite single crystal (lower trace) 
and the additional defect bands at 1340 and 1620cm-1 that appear in defective 
graphite (upper trace) 
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1.6 Phonons in Amorphous Materials 

The Raman spectrum from an amorphous material generally consists of 
a few broad bands, with maxima at roughly the frequencies corresponding to 
peaks in the broadened phonon DOS for the crystalline phase [76]. In Si, for 
example, as shown in Fig. 1.10 there are two maxima, one near 500 cm-1 and 
another near 150 em - 1 , arising from the optic and acoustic branches, respect­
ively [77]. In an oxide glass, such as Si02 , the spectrum is more complex, since 
a wider variety of vibrational excitations are possible. An example is shown 
in Fig. 1.11 for fused silica (amorphous Si02 ). The relatively rich spectrum 
from Si02 has been discussed by several authors [78,79]. The strong band 
peaking at 450 cm-1 is attributed to the symmetric stretching of the bridg­
ing oxygens; the structure at 490 and 670 em - 1 to specific types of defects; 
the band at 820 cm-1 to an unresolved TO-LO phonon pair; and the band 
at 1060cm-1 to a TO phonon whose LO partner is the band at 1190cm-1 . 
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Fig. l.lOa,b. Raman spectrum of (a) amorphous Si. Calculated (dashed line) and 
broadened (solid line) DOS (b) for crystalline Si. From [77] 
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Fig. 1.11. Raman spectrum obtained with 633-nm radiation from fused silica 

1. 7 Structural Phase Transitions: Effects 
of Temperature, Pressure and Composition 

Raman scattering has proven to be a valuable tool in the study of structural 
phase transitions [80,81]. In most experiments these transitions are induced 
by changes in one of the thermodynamic variables temperature or pressure. 
The effects of increased temperature are usually opposite those of increased 
pressure, since the former tends to increase the inter-atomic spacings, via 
thermal expansion, whereas the latter decreases inter-atomic spacings. Nor­
mally, the phonon frequencies increase slowly when the lattice contracts, and 
the relative changes in frequency are small, i.e., on the order of the relative 
changes in the lattice constants. Deviations from this "normal" behavior often 
signal a phase transition. 

When the crystal structure changes in a discontinuous manner at the 
transition point, the transition is termed first order. An example of such 
a transition is the transformation of carbon from graphite to diamond. When 
there is a continuous change in the crystal structure through the transition 
point, as can be effected with infinitesimal displacements of the atomic pos­
itions, the transition is termed second order. Second-order transitions are 
generally reversible, whereas first-order transitions are not. The most inter­
esting cases for Raman studies are those second order transitions in which 
a Raman-active mode has the correct symmetry to induce the transition from 
one phase to the other. The mode in question is then termed a soft mode. 
According to Landau's theory of second-order phase transitions, in the vicin­
ity of the transition the soft mode frequency should behave as 

w2 ex: IT- Tel (or IP- Pel with a pressure-induce transition) , 

where Te(Pe) is the critical transition temperature (pressure) [82]. 

(1.24) 
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An example of a Raman study showing soft mode behavior is the tempera­
ture-induced, orthorhombic-tetragonal transition in CaCh, which is termed 
a ferroelastic transition. At low temperature CaCh has the orthorhombic 
D~~ structure, which transforms into the tetragonal rutile structure (D!~) at 
491 K [83]. The atomic displacements that take one structure into the other 
involve a rotation about the c axis of the Cl octahedra surrounding each Ca. 
These displacements describe the eigenvector for the Raman-active A9 (B19 ) 

mode in the orthorhombic (tetragonal) phase, thus, suggesting soft mode be­
havior. Such behavior for this mode has been observed by Unruh et al. [83], 
as shown in Fig. 1.12. Note that in the vicinity of the transition temperature, 
the mode frequency varies as predicted by (1.24), but its frequency never 
completely vanishes, reaching a minimum of 14 cm-1 at the transition. Also 
note that the transition temperature appears different from above and be­
low, an indication that the transformation is not of second-order but only 
approximately so. 

Soft mode behavior is not the only Raman signature of a second-order 
(or close to second-order) phase transition. For such transitions the lower­
symmetry phase must be a subgroup of the higher-symmetry phase, and it is 
often the case that a degenerate mode of the higher-symmetry phase splits un­
der the lower symmetry. An example of this splitting is shown in Fig. 1.13 for 
a pressure-induced transition in Ru02 obtained in a diamond-anvil cell [84]. 
This is also a ferroelastic transition, and the two crystal structures involved 
here are the same as those in Fig. 1.12. The transition, however, proceeds in 
the opposite direction. At ambient pressure Ru02 has the rutile structure, 
which transforms into the CaCh (ambient) structure at 11.8GPa. A group 
theoretic analysis of this transition indicates that the doubly degenerate E 9 

mode of the low-pressure tetragonal phase splits into a non-degenerate B 29 , 
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Fig. 1.12. Temperature dependence of the frequency squared for the soft mode in 
CaCb as it undergoes a nearly second-order phase transition. The dotted vertical 
line indicates the transition temperature, with the D~~ phase on the left and the 
DU phase on the right. Adapted from [83) 



1 Overview of Phonon Raman Scattering in Solids 25 

Rutile ~- CaCI2 819 

BOO ~-

~~ 
)/~ 

-If( 
A~ 

/ 

600 

Pressure (GPa) 

Fig. 1.13. Pressure dependence, obtained with 633-nm radiation in a diamond 
anvil cell, of the Raman lines in Ru02 as it undergoes a second-order transition 
from the D~~ phase on the left to the D~~ phase on the right. The dashed vertical 
line indicates the transition pressure. From (84) 

B39 pair in the orthorhombic phase, as is observed in the experiment of 
Fig. 1.13. As also shown in the figure, the rates of change of the different 
lines with pressure are approximately straight lines. The slopes of these lines 
are usually characterized in terms of the Grii.neisen parameters, 'Yi, which 
measure the relative change of the mode frequencies with volume (85]: 

v OWi B OWi 
"(·------­
.- wi av - wi aP ' (1.25) 

where Vis the volume, Pis the hydrostatic pressure, and B = -V(8Pj8V) 
is the isothermal bulk modulus. Knowledge of the bulk modulus is needed to 
convert pressure slopes, as in Fig. 1.13, into Griineisen parameters. Typical 
Griineisen parameters are of order unity (86]. 

Owing to their device applications, there is growing interest in solid so­
lution systems that display structural ferroelectric phase transformations as 
a function of composition. Raman spectra of the Pb(Th-xZrx)03 system, 
known as PZT, were investigated in the seventies (87,88] when it was pro­
posed that the structural instability is in some way related to a softening of 
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an optical vibrational mode [89]. It is now recognized that solid solutions such 
as PZT represent a distinct class of ferroelectric materials known as relaxor 
ferroelectrics, which are characterized by a strong frequency dispersion of the 
dielectric permittivity [90]; see the box by R. Katiyar in this book. These 
materials often lack electric polarization and anisotropy on a macroscopic 
scale, but the application of an electric field induces the formation of well­
defined ferroelectric states. There are numerous recent Raman investigations 
of relaxor ferroelectrics and, in particular studies of low-frequency vibrational 
modes [91-93]. 

1.8 Conclusions 

This chapter offers a conceptual introduction to the Raman scattering inves­
tigations that are described in this book. We focused on optical vibrational 
modes, but in many instances the concepts also apply to inelastic light scat­
tering by elementary excitations of electrons. The examples cited h!lre are 
only a sampling of the types of material properties that can be addressed 
with Raman scattering. Our aim is to convince the reader that Raman appli­
cations have a very broad scope. Many of these applications will be revisited 
in more detail in later chapters, as they relate to specific material systems. 
Additional applications, not mentioned here, will also be discussed, some 
examples of which are strain effects, free-carrier effects in semiconductors, 
magnetic interactions, effects due to variations in stoichiometry, and a var­
iety of effects that relate to the structure of polymer chains. 
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I The Effect of a Surface Space-Charge 
Electric Field on Raman Scattering 
by Optical Phonons 

Elias Burstein 

The changes in the macroscopic properties that result from the modification 
of the symmetry of a crystal by an external generalized force (e.g., an elec­
tric field) are called morphic effects, a term first coined by Hans Mueller [1] 
who was my mentor when I was a graduate student at MIT in the early 
1940s. In optical phenomena, morphic effects manifest themselves as changes 
in the absorption and scattering of electromagnetic radiation by the elemen­
tary excitations of the medium [2]. The effects are particularly striking when 
normally forbidden optical processes become allowed. In this article, we focus 
our attention on the Raman scattering by LO phonons of opaque semicon­
ductors in which a surface space-charge electric field opens a new channel for 
scattering. 

In 1963 Loudon [3] showed that, in the limit where the scattering wave 
vector q = 0, the electron and hole contributions to the matrix elements for 
the Raman scattering by LO phonons have the same magnitude but oppo­
site signs and therefore cancel (this is for two-band processes in which the 
second step involves the intraband Frohlich scattering of the excited electron 
and hole in the intermediate state by the Coulomb field of the LO pho­
nons). The electron and hole contributions do not cancel when q is finite 
and me i= mh [4]. Under resonance conditions, this leads to a sizable wave­
vector-dependent contribution to the scattering intensity. This also applies 
to situations in which the intermediate states involve the intraband Frohlich 
scattering of Coulomb-correlated e-h pairs (i.e., excitons) by LO phonons [5]. 
Since the intraband scattering by the Coulomb field of the LO phonons does 
not change the orbital parts of the excited electron and hole wavefunctions, 
the q-dependent terms are observed in configurations where the polarization 
of the incident light, h is parallel to that of the scattered light, es. 

In 1968, Pinczuk and I [6] reported an investigation of Te-doped n-type 
InSb (using back-scattering from air-cleaved (110) surfaces at 80K and the 
633nm radiation of a HeNe laser) to study coupled LO phonon-plasmon 
modes. These modes had earlier been observed in n-type GaAs by Moora­
dian [7] and discussed by Burstein et al. [8]. Surprisingly, the back-scattering 
spectra for ei II es exhibited a forbidden LO phonon peak at its unscreened 
frequency, in addition to the allowed TO mode. The intensity of the forbid­
den LO phonon peak, which was much weaker than the allowed TO peak in 
the sample with the lowest carrier density, increased with increasing carrier 
density, becoming larger than that of the TO mode (which was relatively in-
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Fig. 1.1. Back scattering Raman spectra ofLO and TO phonons from (110) surfaces 
of n-InSb at 80 K [10,12] 

sensitive to the carrier density) before leveling off; see Fig. 1.1. For all carrier 
densities, the forbidden 10 peak appeared at the unscreened frequency, in­
dicating an absence of coupling with plasmons. Similar results were obtained 
for p-type InSb and n-type InAs [9]. 

The forbidden unscreened 10 phonon peak and its strength dependence 
on the density of free carriers, was attributed to the morphic effect of a surface 
space charge electric field Esc- The surface field is due to the pinning of the 
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Fermi level within the energy gap, which results in a depletion layer at the 
surface and absence of free carriers within the skin depth of the incident 
radiation. In these experiments, Raman scattering is resonantly enhanced 
because the incident photon frequency is close to the E1 gap of InSb ( 1. 96 e V). 
The space-charge field manifests itself as an upwards (downwards) band­
bending at the surface of n-type (p-type) InSb. In the case of n-type InAs, the 
absence of screening cannot be attributed to the absence of free carriers, since 
there is an accumulation layer at the surface. It was therefore suggested that 
the LO phonons that take part within the narrow accumulation layer have 
wave vectors that are appreciably larger than the Fermi~ Thomas screening 
wave vector and are therefore uncoupled to free carriers in the accumulation 
layer. Since the wave vector of the LO phonons involved is rather large, the 
observed Raman scattering involves both Esc-dependent and q-dependent 
contributions. 

As a consequence of band bending, the envelope parts of the wave func­
tions of the electronic states in the valence and conduction bands are modified 
from Bloch- to Airy-type. Moreover, the interband optical transitions in the 
first and third steps of the Raman scattering process correspond to Franz~ 
Keldysh type (tunneling-assisted) optical interband transitions that create or 
annihilate spatially separated electron~hole pairs. It was conjectured by Pinc­
zuk et al. [10) that the electric-field-induced scattering by LO phonons was 
due to the spatial separation (i.e., polarization) of the excited electron~hole 
pairs in the intermediate state of two-band processes and to the consequent 
non-cancellation of the electron and hole intraband Frohlich interaction ma­
trix elements. In effect, Esc and its associated band-bending open up a new, 
normally forbidden two-band channel for the Raman scattering by LO pho­
nons, which is particularly strong under resonance conditions. 

An electric-field-induced Raman scattering by LO phonons was subse­
quently observed by Brillson et al. [11) in the Raman inactive IV~VI com­
pounds PbTe and SnTe, which have the NaCl structure. Use was made of 
the fact that the position of the Fermi level at the surface of ionic crys­
tals is not strongly pinned, and that the energy bands can be strongly bent 
by the presence of metal films on the crystal surface. The bent bands and 
the associated Esc modify the Raman scattering selection rules by lowering 
the symmetry of the crystal and its atomic and electronic excitations. Using 
cleaved [100) surfaces of p-type samples coated with transparent films of Pb, 
Raman scattering peaks were observed, whose frequencies corresponded to 
those of unscreened LO phonons. Moreover, scattering was observed only for 
e.i II e.s, and the observed peaks exhibited a resonant enhancement at the 
E2 gap. These peaks did not appear in the absence of the Pb films. Here 
again, the Raman scattering by LO phonons involves the Franz~Keldysh and 
q-dependent mechanisms. 

A perturbation calculation of the contribution to the field-induced scat­
tering by LO phonons via the Franz~ Keldysh mechanism for two-band Frohlich-
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scattering processes involving exciton intermediate states was carried out by 
Gay et al. in 1971 (12]. They found that the Raman scattering tensor is propor­
tional to the field-induced separation of the electron and hole in the ground 
state of the exciton. They also carried out a computer calculation of the 
contribution from two-band processes involving continuum electron and hole 
intermediate states, which confirmed the conjecture of Pinczuk et al. that 
the electric field induces a spatial separation of the electron and hole in the 
intermediate state, leading to a non-cancellation of the corresponding contri­
butions. Subsequently, Brillson et al. (13] carried out a theoretical calculation 
of the electric-field-induced scattering by 10 phonons in crossed electric and 
magnetic fields where the electron and hole in the intermediate state have 
well-defined, bounded wave functions. This yields a relatively simple analytic 
expression for the electron and hole terms in the intraband Frohlich inter­
action matrix elements. They found that, to first order in the electric field, 
the resultant wave-vector-independent contribution to the Raman tensor is 
proportional to the electric-field-induced separation of the cyclotron-orbit 
centers of the excited electron and hole in the intermediate state. 

Buchner et al. (15] used surface space-charge electric field induced Raman 
scattering by 10 phonons to probe the differences in the character of the 
A(111) and B(III) surfaces of n- and p-InAs. The measurements, which 
were carried out on air-exposed surfaces, showed that, in the case of p-InAs, 
the space-charge electric field of the A surface is considerably smaller than 
that of the B surface, whereas, in the case of n-InAs, the space charge electric 
fields at both surfaces are quite large. The marked difference in the forbidden 
scattering by 10 phonons at the A and B surfaces of n- and p-InAs reflect 
differences in the pinning of the Fermi levels at the two surfaces. Both the 
(111) and (III) surfaces of n-InAs were shown, by the use of externally 
applied electric fields, to be depleted of free carriers, in contrast to the (100) 
surfaces which are accumulated. 

These early investigations demonstrated that Raman scattering by 10 
phonons in opaque crystals is a highly useful probe of energy band-bending 
at semiconductor surfaces, and it has continued to be of value to the present 
day. 
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2 Raman Instrumentation 

Sanford A. Asher and Richard Bormett 

Abstract. The last decade has seen major advances in the applications 
of Raman spectroscopy to materials science. We review here the dramatic 
improvements in Raman instrumentation that have enabled these incisive 
studies. This chapter separately discusses advances in lasers, spectrometers, 
optics and detectors and illustrates some of these advances in a few examples 
of new applications and instrumentation used in materials science research. 

The rapidly increasing use of Raman spectroscopy as a routine method of 
materials characterization is a direct result of the recent dramatic advances 
in lasers, detectors and spectroscopic instrumentation [1-3]. Raman instru­
ment companies have rapidly commercialized many of these advances. Some 
of these advances have made it possible to commercialize new relatively inex­
pensive instruments(< $lOOK including the laser). This has significantly 
increased the number of Raman instruments worldwide [4]. The new genera­
tion of low cost, high performance Raman instrumentation now makes Raman 
spectral measurements easy, even for nonexperts. Industrial Raman instru­
ments are now available for real time chemical process monitoring, manufac­
turing quality control and routine analytical investigations. Many of these 
industrially rugged instruments utilize fiber optic probes that dramatically 
simplify measurements making them routine and easy for nonexperts [5]. 

The Raman instrument advances have also affected the research grade 
Raman instruments. Research grade instruments are available with extended 
wavelength coverage from the UV into the near IR spectral regions. A com­
mon feature of most of these new research-grade Raman instruments is the 
incorporation of a microscope. These new Raman microscopes permit spectral 
imaging of samples with spatial resolutions< 1 mm. The high spatial resolu­
tion allows rapid chemical speciation of spatially inhomogeneous samples. 

Most Raman instrumentation is fabricated by selecting the appropriate 
lasers, optics, spectrometers, and detectors necessary to optimize the Raman 
spectrometer for the required Raman spectral measurements. Thus, it is na­
tural to organize this chapter into separate sections that separately discuss 
these individual components. The last section will give a few examples of use 
of new Raman instrumentation in materials science. 

W. H. Weber et al. (eds.), Raman Scattering in Materials Science
© Springer-Verlag Berlin Heidelberg 2000
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2.1 Raman Measurement Regime 

2.1.1 Spontaneous, Non-resonance Raman Spectral 
Measurements 

Spontaneous, non-resonance ("normal") Raman measurements require exci­
tation in a spectral region, which contains no sample absorption bands [6,7]. 
For most samples, this limits excitation wavelengths to either the visible or 
near IR spectral regions. Excitation close to an absorption band results in the 
selective preresonance Raman enhancement of vibrations of atoms localized 
within the chromophoric molecular segment [8]. This will increase the relative 
contribution of these vibrations to the Raman spectrum. If these vibrations 
contain the information content desired, then preresonance enhancement will 
be beneficial to the measurement. In contrast, this preresonance enhance­
ment may be detrimental since molecular information from the non-enhanced 
bands becomes less accessible as the smaller set of preresonance Raman en­
hanced bands begins to dominate the spectrum. Preresonance enhancement 
is commonly observed with UV excitation. 

If there are no absorption bands in the UV, visible and near IR spec­
tral regions, the choice of laser excitation wavelength for these samples de­
pends upon other experimental requirements. Most often the experimental 
requirement is optimization of the spectral signal-to-noise-ratio, which re­
quires a minimization of sample fluorescence [3,9,10]. Whether the fluores­
cence is intrinsic to the sample or the result of trace impurities, fluorescence 
can significantly degrade the Raman signal-to-noise ratios. Fluorescence typ­
ically contributes broad spectral features with intensities that can be greater 
than the Raman intensities of even high concentration analytes. The high 
intensity fluorescence background results in significant shot-noise, which do­
minates the Raman signal-to-noise ratios. Anecdotal evidence from our la­
boratory suggests that fluorescence interference is a maximum for excitation 
in the,...., 300-600 nm spectral region. Thus, both UV ( < 260 nm) and near IR 
Raman excitation can help avoid or minimize fluorescence interference [9,10]. 

Unfortunately near-IR Raman instruments have several disadvantages. 
The Raman cross section decreases rapidly as the excitation wavelength de­
creases, and the most common Raman detectors (charge-coupled-detector) 
have lower quantum efficiencies in the near-IR. The Raman cross sections de­
crease because of the v4 dependence of the Raman scattering efficiencies [6-8]. 
The CCD detector efficiency decreases because the detector becomes trans­
parent to near-IR wavelength at > 1050nm. Near-IR Raman measurements 
can also show interference from blackbody radiation. Thus, near-IR excita­
tion is typically not suitable for Raman spectral measurements at elevated 
temperatures. 

Near-IR excitation remains attractive because the diode laser sources and 
the diode pumped YAG lasers are relatively inexpensive. Unfortunately, the 
near-IR Raman band frequencies occur in regions where CCD cameras and 
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photomultipliers are blind. These measurements then must utilize non-shot 
noise limited detectors and often require the use of interferometer multiplex 
advantages to obtain acceptable Raman signal-to-noise ratios [9). 

UV excitation below 260 nm also avoids fluorescence interference and 
occurs in a spectral region with dramatically increased Raman cross sec­
tions [8,11,12). Molecules with their first singlet state electronic transition 
below 260 nm are highly flexible. Thus, they have highly efficient nonradia­
tive relaxation processes, dramatically decreasing their excited state lifetimes. 
Thus, they show negligibly small fluorescent quantum yields in condensed 
phase samples [10). Although molecular species with their first singlet states 
at higher energy may fluoresce upon UV excitation, this fluorescence will 
occur in a spectral region red shifted from the A < 260 nm Raman spectral 
window. 

UV-Raman measurements show improved spectral signal to noise ratios 
due to the increased Raman cross section from the v4 dependence of Raman 
cross sections. Thus, a> 250-fold increase in the Raman cross section occurs 
for 250 nm excitation compared to 1.06 ~m excitation. 

UV-Raman instruments have the disadvantage that the instruments are 
specialized and require special optics, and the UV laser sources are somew­
hat more complex and expensive [11,12). These limitations may significantly 
decrease in the near future upon commercialization of UV hollow cathode 
sputtering lasers, as discussed below. 

2.1.2 Spontaneous, Resonance Raman Spectral Measurements 

Resonance Raman spectroscopy has the advantage of high selectivity and high 
sensitivity [12). Excitation within the absorption band of an analyte results 
in the selective enhancement of those vibrational modes of the analyte that 
selectively couple to the oscillating dipole moment induced by the excitation 
electric field [7). The intensities of the resonance Raman enhanced bands can 
increase by as much as 108-fold. Thus, it becomes possible to selectively study 
the vibrational spectra of dilute analytes, or chromophores in macromolecules 
by choosing excitation wavelengths in resonance within a particular analyte 
chromophore. 

For resonance Raman measurements it is essential to choose a laser with 
an excitation wavelength within the analyte absorption bands. The first la­
ser resonance Raman measurements were obtained from polyenes such as 
,B-carotene, and from porphyrins and heme proteins with excitation in the 
visible spectral region [14). More recently resonance Raman measurements 
have been extended into the UV spectral region where most species show 
absorption bands [11,12). 
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2.1.3 Nonlinear Raman Measurements 

Raman scattering is a two-photon process [15). In the case of spontaneous 
Raman scattering the two photons include the laser excitation photon and 
a photon from the vacuum field [15]. In most cases CW laser excitation pro­
duces only a small number of Raman photons, and this number is negligible 
compared to the vacuum field photon density. Thus, the Raman intensity 
is observed to increase linearly with the incident excitation beam intensity. 
However, if the photon density at the Raman shifted wavelength approaches 
or exceeds the vacuum field photon density, stimulated Raman scattering will 
occur. This process shows a higher intensity dependence on the incident beam 
intensity. This is a rich area of research with numerous important applications 
in its future. Stimulated Raman scattering as well as the numerous other 
nonlinear Raman scattering processes will not be discussed here, except to 
note that high peak-power laser sources are required. These methodologies 
generally utilize ns tops pulsed lasers, which give high peak powers at modest 
pulse energies. 

2.2 Choice of Raman Excitation Wavelength 

As a high intensity single frequency light source, the laser is an ideal Ra­
man excitation source. The laser excitation frequency is the major determi­
nant of the information content of a Raman spectral measurement. The laser 
frequency determines the spectral range of the measurement; the operating 
mode (pulsed or continuous) determines the excitation photon flux, as well as 
its temporal characteristics. Essentially all Raman measurements are photon 
limited. Thus, it would appear to be desirable to utilize as bright an exci­
tation source as possible. However, in reality the incident laser power must 
be constrained such that the focused energy density is below the level that 
causes sample photochemical or thermal degradation and below the powers 
that cause nonlinear optical phenomena [16,17]. This represents a major li­
mitation for the use low duty cycle pulsed laser sources. Although they may 
have an average power identical to that of a CW laser, their much higher 
peak powers can result in significant nonlinear optical phenomena as well as 
increased photochemical and photothermal sample damage. 

Although the first laser Raman measurements were obtained by using 
a pulsed Ruby laser in the near IR at 694nm [6], pulsed laser sources gener­
ally have significant pulse-to-pulse energy fluctuations. For scanning Raman 
instruments this results in low spectral S/N ratios, which are dominated by 
the standard deviation in the pulse energies. 

2.2.1 CW Lasers 

The red 632.8nm CW He-Ne laser was the first laser to be incorporated in 
commercial Raman instruments [6]. This laser was quickly replaced by the 
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higher power CW Ar+ and Kr++ lasers that have numerous excitation lines 
in the 350-700 nm region. These CW Ar+ and Kr++ lasers are available 
with very high powers in many spectral lines (1-5 W) in the visible spectral 
region. In addition, these lasers can be used to pump jet stream dye lasers to 
obtain relatively high power excitation continuously tunable throughout the 
visible spectral region. These dye lasers were mainly utilized for resonance 
Raman measurements that required excitation wavelength tunability. 

More recently near-IR diode lasers [18) around 780 nm as well as diode 
pumped YAG lasers have become popular because of their low cost, small 
size, low power consumption and reliability. As discussed below these lasers 
are being used as the excitation sources for a new generation of inexpensive, 
small Raman spectrometers that are now being commercialized. 

These CW laser sources are ideal for nonabsorbing samples because the 
laser beam can be focused to a small beam waist in the sample. The small 
beam waist is ideal for efficient light collection and efficient coupling of the 
Raman scattered light into the spectrometer. It is possible to use very high 
irradiances with CW lasers to obtain very high spectral S /N ratios. The 
maximum irradiance possible is limited by the sample damage threshold and 
the threshold for the onset of nonlinear optical phenomena. For example, 
1 W of CW excitation focused onto a 10 J.l.m2 area results in a fluence of 
10MW jcm2 which can be sufficient to induce nonlinear optical processes, 
such as two-photon absorption followed by heating and sample degradation. 
Thus, a practical limit exists for the fluence of a CW laser that can be practi­
cally used for Raman spectral measurements for "nonabsorbing'' samples. For 
absorbing samples, laser heating causes degradation at much lower incident 
intensities. 

2.2.2 Pulsed Lasers 

The increased peak powers of pulsed lasers results in the occurrence of non­
linear optical processes at much smaller average incident laser powers than 
for CW lasers (16,17]. Thus, pulsed laser sources are generally avoided whe­
never a CW laser source is available for nonresonance, spontaneous Raman 
scattering experiments (19]. 

Until very recently pulsed laser sources were the only means of extending 
Raman excitation into the UV [19,20]. Nonlinear optical processes such as 
frequency doubling and mixing in nonlinear crystals such as ,B-barium borate 
and KDP generated UV light from dye lasers pumped by Q switched YAG 
lasers and excimer lasers. For example, the YAG fundamental at 1.06 J.l.m can 
be frequency doubled to 532 nm or tripled to 355 nm to pump a dye laser. 
This dye laser can be frequency doubled and mixed with the 1.06 J.l.m YAG 
fundamental to generate tunable UV excitation from 196 nm to the near IR. 
Alternatively a XeCl excimer laser [19) at 308 nm can be used to pump a dye 
laser. The dye laser light can be similarly frequency doubled to provide UV 
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excitation from 196-350 nm. Using this approach, it is possible to generate 
light of any wavelength in this UV spectral region. 

An alternative approach to obtain UV excitation uses stimulated Raman 
scattering to shift the laser wavelength [21]. Most often the Raman shifting 
material used is H2 gas which shows a "'4200cm- 1 Raman transition. It 
is easy to achieve numerous excitation wavelengths by utilizing a number 
of anti-Stokes Raman shifts in H2. For example, 204nm excitation can be 
easily obtained from 5 H2 anti-Stokes Raman shifts of the tripled YAG at 
355nm [21,22]. Numerous additional Raman shifted lines in the UV can also 
be obtained from the quadrupled YAG line at 266 nm. 

A much more convenient CW UV source is obtained by frequency doubling 
Ar+ and Kr++ lasers. For example, > 200mW of 244 and 257nm light can 
be obtained from intracavity doubled Ar+ lasers [23], while "' 30m W can be 
obtained at 229 nm, with additional lines occurring between 229 and 257 nm. 
The intracavity frequency doubled Kr++ laser [24] produces a few m W of 
206 nm light, which is adequate for most UV Raman measurements. A new 
hollow cathode UV laser is now emerging [13] that utilizes as the gain medium 
excited states of metal ions sputtered into the gas phase. These lasers are 
small, energy efficient and inexpensive. Prototypes of these hollow cathode 
lasers using Cu and Ag have demonstrated laser excitation at 248 and 224 nm. 
These lasers operate quasi-CW at "' 10kHz repetition rates with average 
powers of"' 1mW, which is adequate for UV-Raman measurements. 

2.3 Optical Methods for Rayleigh Rejection 

The purpose of the Raman spectrometer is to reject the intense Rayleigh 
scattered light and to disperse the Raman scattered light into its component 
frequencies for detection. The relative intensity ratio of Rayleigh to the Ra­
man scattered light is often > 109 [6]. With such a large disparity between 
the Raman and Rayleigh intensities, the Rayleigh light must be greatly at­
tenuated before the spectrograph section of the Raman spectrometer. If the 
Rayleigh light is allowed to enter the spectrograph unattenuated, it will ge­
nerate sufficient stray light to obscure all or part of the much weaker Raman 
spectrum. Preventing intense Rayleigh scattered light levels from entering 
the spectrograph stage of the Raman spectrometer is the most challenging 
task for the Raman spectrometer. 

A modern Raman spectrometer can utilize a number of different tech­
nologies to attenuate the relatively intense Rayleigh scattered light such as 
holographic notch filters [25], crystalline colloidal array Bragg diffraction fil­
ters [26], dielectric filters and multi-stage spectrometers [27]. Instruments 
that measure Raman bands lying close ( < 150cm-1 ) to the Rayleigh line, 
utilize more costly, complex and inefficient Rayleigh rejection devices. 

A band pass or band reject filter serves as the simplest Rayleigh rejection 
device. Holographic notch filters are available for the visible and near IR spec-
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tral regions; these filters typically permit Raman spectral measurements of 
frequency shifts greater than ""' 100 cm-1 . Low cost dielectric [28] filters sui­
table for Rayleigh rejection are available from the UV ""' 230 nm [29] through 
the near IR spectral regions. The hard oxide dielectric filters are suitable 
for UV Raman spectral measurements within 400 cm-1 of the Rayleigh line. 
However, multistage Raman spectrometers are typically required to routinely 
measure Raman shifts within 50 cm-1 of the Rayleigh line in the visible, and 
within 200cm-1 with UV excitation. 

2.3.1 Holographic Notch Filter 

The holographic notch filter [25] selectively rejects (through Bragg diffrac­
tion) a narrow band of light, while passing light outside of the band rejection 
region. The notch filter is constructed in a photosensitive medium, dichrom­
ated gelatin, by exposing it to interfering laser beams, which creates a perio­
dic modulation in the refractive index. This periodicity produces a strong 3D 
Bragg reflection that can efficiently(> 99.9%) diffract away the Rayleigh line, 
while transmitting adjacent wavelengths with > 90% efficiency. These holo­
graphic notch filters are manufactured to have the center (or near center) dif­
fraction wavelength at the Raman excitation frequency. The sharp transition 
from high diffraction efficiency to high transmission makes the holographic 
notch filters a nearly ideal Rayleigh rejection filter for Raman measurements 
close to the Rayleigh line (100 cm-1 ). Unfortunately holographic notch filters 
are not yet available for excitation wavelengths shorter than 350 nm. Since 
each holographic notch filter efficiently operates over only a small wavelength 
range("-' 40nm) numerous filters would be required for Raman measurements 
throughout the visible and near IR spectral region. However, holographic 
notch filters are ideal for Raman instruments that operate with only a few 
laser frequencies. 

2.3.2 Dielectric Edge Filters 

Raman edge filters [28,29] (typically a dielectric stack or rugate) are a low 
cost alternative to holographic notch filters for excitation wavelengths from 
the NIR to the UV. The rugate filter [30] is the dielectric equivalent of the ho­
lographic notch filters; the diffracting element is a stack of dielectric coatings 
with spacings and refractive index modulations sufficient to diffract the de­
sired wavelength. Unfortunately, the current Raman edge filter performance 
(blocking bandwidth and edge steepness) is still inferior to that of hologra­
phic notch filters. The increased blocking bandwidth of the dielectric filters 
typically obscures Raman bands closer than""' 200cm-1 to the Rayleigh line 
in the visible/near-IR and ""' 400cm-1 in the UV. In addition, to the in­
creased rejection bandwidth, dielectric filters typically show a 100-200cm-1 

periodic ripple in transmittance. The transmittance variation typically re­
quires the use of an instrument intensity correction function for the Raman 
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spectral measurement. However, the rugate filter technology is still emerging, 
and it is likely that the rugate filter performance will dramatically improve 
in the near future. 

2.3.3 Pre-monochromator Rayleigh Rejection 

Single or double pre-monochromators are the method of last resort for Ray­
leigh light rejection (27). These pre-monochromators utilize multiple disper­
sive elements (gratings) and spatial filters (slits) to reduce the amount of 
Rayleigh light that reaches successive spectrometer stages. The stray light 
from the relatively intense Rayleigh scattering is attenuated by 103 to 105 

per monochromator stage. For example if a single stage of a monochroma­
tor reduces the stray light by 104 then a double monochromator will have 
a stray light background decrease of 108 , and a triple monochromator will 
have a stray light background decrease of 1012• Only double and triple mo­
nochromators permit Raman measurements below 50 em -l. 

Unfortunately, the high Rayleigh rejection efficiency of the pre-mono­
chromator stages is accompanied by a loss in light throughput. A triple 
monochromator will typically have an optical throughput of 3-10% com­
pared to 30-50% for a single monochromator. These inefficient multistage 
Raman spectrometers survive because they can be used over a broad range of 
wavelengths and because they can uniquely measure bands close to the laser 
line. 

2.4 Raman Spectrometers 

The availability of holographic notch filters and dielectric filters for Rayleigh 
rejection has allowed the development of simple dispersive and non-dispersive 
multicha,nnel Raman spectrometers that utilize CCO detectors. The non­
dispersive Raman spectrometers separate the Raman scattered light into its 
component frequencies through electronically or mechanically tunable band­
pass filters (31). Alternatively, an interferometer can be used to construct 
a Fourier transform Raman spectrometer [9). This FT-Raman instrument 
utilizes the same interferometer technology as FT-IR spectrometers. How­
ever, for the typical near IR Raman excitation (..X > 900nm) they utilize 
a high purity Ge or a GaAs detector. The most common and still most ver­
satile Raman spectrometers still utilize holographic dispersive gratings and 
CCO multichannel detectors. These spectrometers are useful from the UV to 
the near IR spectral region. 

2.4.1 Dispersive Raman Spectrometers 

Dispersive Raman instruments are typically characterized by their optical 
design. Their figures of merit are given by their light collecting power (! / #), 
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their dispersion and their optical focal lengths (3]. Dispersive spectrometers 
may, for example, utilize on axis transmission optics or off axis reflecting op­
tics [2,3]. The focal length of the spectrometer and the ruled line density of 
the grating determine the ultimate resolution of a dispersive instrument. The 
most useful spectrometer designs permit easy grating changes with easy wave­
length calibration and rescaling of the Raman frequency scale when changing 
resolution and excitation wavelengths. 

Dispersive spectrometers that scan the grating angle to pass different 
wavelength regions across a slit use a single channel detector, such as a pho­
tomultiplier. High precision and high accuracy cosecant scanning drives are 
required if the spectrometer is to scan linearly in cm-1 . Simpler grating 
drives can be suitable for spectrometers that utilize multichannel detectors 
if the spectrometer is calibrated at each grating setting; the entire Raman 
spectrum is acquired without moving the grating. However, high precision 
grating motion is still required if the spectrometer must be repeatedly reset 
to a precise orientation in order to repeatedly set a particular wavelength 
onto a particular pixel of the multichannel detector. 

Practical optical considerations typically result in spectrometers with fo­
cal lengths between 0.25 m and 1.5 m and grating groove densities between 
600 gjmm and 3600 g/mm. The dispersion of the Raman spectrometer is 
increased by either increasing the spectrometer focal length or increasing 
the number of lines per millimeter of the grating. Spectrometer resolution 
is generally increased by increasing the grating groove density rather than 
increasing the focal length. 

Multichannel Raman spectrometers typically sacrifice high resolution for 
a large spectral window. Table 2.1 shows the typical best resolution of a com­
mercially available 0.25 m focal length multichannel Raman spectrometer 
for typical laser and grating combinations with a 578 channel detector (re­
solution is typically limited to 2.5 pixels). Multichannel spectrometers are 
also available that simultaneously utilize two gratings and a large multi­
channel detector ( 1024 elements) to acquire the entire Raman spectrum 
(100-3500cm- 1 ) in a single scan. However, the loss of effective instrument 
throughput and/or loss of resolution in these instruments may not be accep­
table for some applications. 

Table 2.1. Typical instrument resolutions (in em -l) utilizing various grating and 
laser combinations with a 250 mm focal length spectrometer 

Grating (g/mm} 

Wavelength (nm) 2400 1800 1200 

780 NA 0.6 1.6 
633 0.52 1.5 2.9 
514 1.6 2.8 4.9 
457 2.4 3.8 6.5 
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Optimal dispersive Raman instrument performance requires that the spec­
trometer and Raman collection optics meet three conditions: (1) The spec­
trometer operate at a slit setting that matches the detector channel size to 
the spectrometer resolution. (2) The Raman light collection optics magnify 
the laser spot size at the sample to the entrance slit size (avoid overfilling 
the slit). (3) The Raman light collection optics match the spectrometer !­
number (avoid overfilling the spectrometer optics). The spectrometer optical 
efficiency and resolution can also be degraded by optical imperfections such 
as chromatic aberration, astigmatism, and coma. While transmission optics 
typically minimize astigmatism and coma, chromatic aberration can become 
a serious problem in the red and blue. Likewise reflective optics avoid chro­
matic aberrations, but can introduce astigmatism and often coma. 

2.4.2 FT-Raman Spectrometers 

As the Raman excitation wavelength increases beyond "" 850 nm, CCD dete­
ctors and detectors, which utilize photocathodes (such as photomultipliers, 
and intensified CCD and Reticons) become inefficient. Unfortunately, the 
only useful near IR detectors have high background noise levels [32]. Thus, 
it is necessary to utilize multiplex techniques to obtain acceptable spectral 
signal-to-noise ratios. FT-Raman spectrometers are ideally suited for use with 
diode pumped Nd:YAG lasers operating at 1064nm. While FT Raman spe­
ctrometers would show no increase in S/N for shot noise limited detectors, 
significant S/N increases occur with the noisy detectors used with near IR 
Raman excitation. The use of near IR excitation often has the crucial ad­
vantage of reducing fluorescence interference. In addition, FT Raman spec­
trometers have both high spectral resolution and high frequency precision. 
However, near IR Raman measurements are disadvantaged by the smaller 
Raman scattering cross sections in the near IR and the poorer performance 
of the near IR detectors. Table 2.2 compares the main advantages and disad­
vantages of near IR FT-Raman measurements versus typical visible Raman 
measurements using dispersive Raman instruments. 

2.4.3 Detectors 

Until recently photomultipliers were the standard detectors used for Raman 
spectral measurements. The entire UV, visible to near IR spectral region 
( < 900nm) is well covered with an AlGaAs photocathode which has quantum 
yields > 10% over this entire spectral range [32]. When cooled to -40 °C 
and used with photon counting detection, these detectors (such as the RCA 
1420A-02 PMT) are almost ideal detectors with only a few counts per second 
of background and a linear dynamic range of> 106 . In fact, PMT detectors 
are still used for high resolution Raman measurements because they can be 
masked by a final slit which can be as narrow as a few J.Lm (in contrast to the 
""25 J.lm limits associated with the pixels of CCD and Reticon detectors). 
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Table 2.2. Relative performance characteristics of dispersive and FT-Raman in­
struments 

Feature 

Available wavelengths 
Detector 

Best spectral resolution 
Fluorescence suppression 

Operation at elevated 
temperatures 
Relative v4 advantage 
(from 1064) 

Dispersive Raman 

< 200 nm to 850 nm 
CCD, shot noise limited 

typically 1-4 em -l 
moderate at 785 nm, 
poor at 514 nm, 
good at 244 nm 
excellent, > 1000 °C 

@ 785 nm: 3.38 
@ 514 nm: 18.3 
@ 244nm: 362 

FT-Raman 

1064 nm ( 99% systems) 
Ge or InGaAs, 
detector noise limited 
"'0.5cm-1 

Excellent 

poor, < 250 oc 

1 

Multichannel detectors [1,3] are far superior for lower resolution studies 
(> 1 cm- 1) because their multiplex advantage increases the spectral signal­
to-noise ratios by the square root of the number of resolution elements over 
a shot-noise limited detector such as a photomultiplier. The selection of a spe­
cific CCD camera for Raman spectroscopy requires careful consideration. The 
wide selection of chip types, pixel sizes and operating temperatures must be 
considered for background dark count rate, quantum efficiency and read out 
noise. The scientific CCD detector with a quantum efficiency approaching 
70% and very low dark current in the visible is almost ideal for most NIR 
and visible wavelength Raman studies. With UV Raman the detector quan­
tum efficiency must be enhanced either by depositing UV fluorophores on 
the CCD surface, or by utilizing a backthinned CCD. However at the lowest 
light levels, where detector read noise or detector background dominates the 
S/N ratio, image intensifiers significantly improve the detectivities of CCD 
arrays. 

With UV excitation the advantages of utilizing an intensified CCD typ­
ically far outweigh the disadvantages of a decreased detector dynamic range 
and the increased statistical variance associated with the distribution of gain 
in the intensifier. Most UV Raman spectral measurements involve a low pho­
ton flux. Intensified CCDs are especially helpful to align and set up a Raman 
measurement; the alignment is guided by observing the real time Raman spe­
ctrum. We have found that an intensified CCD array gives significantly higher 
spectral signal-to-noise values in the UV compared to any unintensified CCD 
detector. 

2.4.4 Imaging Raman Spectrometers 

Raman spectroscopy with a microscope is rapidly becoming the method of 
first choice for Raman analysis. The use of a microscope operating in a 180° 
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backscattering geometry eliminates the need to continually adjust the laser 
onto the sample and to focus the scattered light onto the spectrometer. Ra­
man microspectrophotometers utilize research grade microscopes to focus the 
excitation onto the sample and to collect and transfer the Raman scattered 
light into the Raman spectrometer. High numerical aperture microscope obje­
ctives greatly enhance the spatial resolution and the optical collection power 
of the Raman instrument. Once aligned, the user is only required to place 
a sample under the microscope and adjust it for best optical focus. These 
Raman microscopes are easy to use and are capable of analyzing small areas 
(,....., 1 fliil2) in order to determine the spatial distributions of chemical species. 

Thaditional Raman images are obtained by translating the sample across 
the microscopic objective focus with a motorized stage (Raman image map­
ping) and constructing images from data extracted from each spectrum. How­
ever new generations of Raman microscopes are emerging that utilize novel 
tunable filters to obtain Raman spectral images by illuminating a large field 
of view, typically 20-200 Jlm, and analyzing it for one or more specific Raman 
wavelengths (global Raman imaging) [31]. 

Commercial global Raman imaging spectrographs are available that use 
dielectric filters, acousto-optic tunable filters (AOTF) or liquid crystal tu­
nable filters (LCTF). The electronic wavelength tuning ability and high image 
quality and high spectral resolution (7 -9 cm-1) of LCTF devices make them 
the preferred global imaging dispersing elements, in spite of their lower opti­
cal efficiencies ( < 20%). Although, dielectric filters have a large throughput 
( 60%) they have a lower resolution (,....., 15 em - 1 ). Raman imaging spectrome­
ters equipped with liquid crystal tunable filters have been demonstrated to 
give 250 nm spatial resolution and 7 cm-1 spectral resolution. 

Still higher spatial resolution (,....., 100 nm) is available with the use of a Ra­
man scanning near field optical microscope (RSNOM) (33]. The RSNOM uses 
a special fiber optic tapered to an aperture less than the optical wavelength 
to couple the laser light to the sample. The spatial resolution is limited by 
the size of the aperture, the proximity of the tip to the sample and the exci­
tation wavelength. Coupling the Raman excitation light out of the SNOM tip 
remains a very inefficient process, and extremely long integration times are 
required to obtain moderate S/N from very strong Raman scatterers. The 
best results have been obtained where the RSNOM excitation wavelength is 
in resonance with an absorption band of the sample producing a resonance 
Raman spectrum (33]. 

2.5 Examples of New Raman Instruments 
for Materials Characterization 

In our laboratory we are using UV Raman spectroscopy to investigate the 
growth and structure of CVD grown diamond [34-36]. One objective is to 
obtain additional insight into the diamond growth mechanism, in order to 
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optimize the process to increase the rate of diamond growth and to improve 
CVD diamond quality. With this in mind we built two instruments to examine 
CVD diamond films . For ex situ CVD diamond film studies we built a UV 
Raman microscope (37] in order to spatially examine the diamond bands 
to monitor stress, diamond crystal size, and to examine the structure and 
location of non-diamond impurities within the CVD diamond films. In add­
ition, we built a separate UV Raman instrument to examine in situ growing 
diamond films within a CVD plasma reactor (38]. 

2.5.1 UV Raman Microspectrometer for CVD Diamond Studies 

Figure 2.1 illustrates the optical layout of the microspectrometer. We utilize 
a modified Olympus U-RLA microscope with an epi-illuminator and a uni­
versal lamp housing. The excitation beam is introduced to the sample in­
dependently of the light collection optics, as opposed to the more typical 
epi-illumination. Our design has the advantage that the beam focal spot size 
and position are adjustable independently of the focusing conditions for col­
lecting the Raman scattered light. In addition, since we use a Cassegrain 
objective, the prism in front of the objective does not obscure either the 
excitation beam or collected scattered light. 

We utilize an intracavity frequency doubled argon ion laser to excite the 
UV Raman scattering [23] . For many of these experiments we utilized 244 and 
229 nm excitation. The CW UV Raman laser beam is expanded to a"' 10 mm 

CWUVLaser 

c:::>! 
~ Micropositionable 

Sample Stage 

Fig. 2.1. Schematic showing the optical layout of the UV Raman microspectrome­
ter 
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diameter and focused using a 5-10 em focal-length lens onto the sample via 
a Suprasil90° turning prism mounted directly below the Cassegrain objective. 
The beam can be focused to a spot size of 5-25 f.Lm. An Opticon Corp. 36x 
all-reflective Cassegrain microscope objective with a back focus of 160mm, 
a working distance of 10.5mm and a numerical aperture (N.A.) of 0.5 is used 
to collect the backscattered light. The 0.5 N.A. objective enables collection of 
scattered radiation over a large solid angle (half angle = 30°). The objective 
has a dielectric over-coated aluminum coating (Al/MgF2 ). This Cassegrain 
objective serves as a highly efficient collection optic for the scattered ra­
diation: Collecting at f /I, the sample spot size of 5-10f.Lm can be imaged 
efficiently into the entrance slit (100-200 f.Lm) of the monochromator (f /6.8). 

An Omega Optical Inc. 290 DCLP02, UV dichroic beam splitter was 
used to reflect > 90% of the scattered UV light between 230 and 265 nm 
towards the collecting optics of the monochromator and to transmit light 
between 300 and 2000 nm to the microscope trinocular eyepiece. The dichroic 
beam splitter is mounted in a fluorescence cube module, housed in the epi­
illuminator turret that was modified to enable the efficient coupling of the 
scattered UV radiation into the spectrograph. 

A 0.75m single monochromator (f /6.8) was used to disperse the scattered 
light. We utilized two dielectric longpass filters, custom constructed by Omega 
Optical Inc. with a transmittance of 0.01% at 244 nm and 65-80% between 
252 nm and 262 nm to reject the Rayleigh scattered light. 

We earlier demonstrated that diamond Raman spectra excited within or 
close to the diamond bandgap have dramatically improved S/N ratios, due to 
the lack of interfering fluorescence signals [34-36]. This allowed us to monitor 
the spectral differences between different non-diamond carbon species. We 
were also able to observe for the first time the carbon-hydrogen (C- H) 
stretching vibrations of the non-diamond components of CVD diamond films 
and to examine the intensity and frequency of the third-order phonon bands 
of diamond. Furthermore, we were able to detect and quantify different non­
diamond carbon species in the CVD diamond films. 

Figure 2.2 shows the surface of the (100) face of a diamond crystallite 
which occurs on the surface of a CVD diamond film, while Fig. 2.3 shows the 
UV Raman spectra of this CVD diamond film excited at 244 nm ( rv 1.5 m W). 
The diamond UV Raman spectra were recorded with the laser spot centered 
on the (100) face of this single diamond crystallite (Fig. 2.3a), or at the grain 
boundaries between diamond crystallites (Fig. 2.3b). 

The absolute intensity of the diamond first order phonon band at 1332 em - 1 

was approximately the same at the (100) face (Fig 2.3a)and at the grain boun­
daries (Fig 2.3b). However, the UV Raman spectrum taken from the grain boun­
daries showed a broad band at rv 1600 em - 1 , assignable to non-diamond carbon 
impurities. This band was not present in the spectrum from the (100) crystallite 
face. These results demonstrate the ability to determine the spatial distribution 
of non-diamond impurities in CVD diamond films. 
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Fig. 2.2. CVD diamond film surface viewed with visible light epi-illumination 
through the microscope attachment of the UV Raman microspectrometer, showing 
the (100) faces of single crystallites 

Our previous study of the oxidative degradation of CVD diamond films 
showed that upon oxidation the intensity of the broad non-diamond carbon 
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Fig. 2.3. (a) Raman spectra from CVD diamond film of the (100) face of 
a single crystallite, and (b) at the interstices between diamond crystallites (244 nm: 
"' 1.5 m W average power: 10 s total accumulation time: 100 11-m entrance slit) 
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band at '"" 1550cm-1 and the C- H stretching band of the non-diamond 
components at 2930cm-1 decreased with respect to the diamond first order 
phonon band, but that the initial rate of decrease was significantly greater 
for the 1550cm-1 band than for the 2930cm-1 band [34-36]. These results 
indicate that non-diamond carbon species are oxidized in preference to dia­
mond. They also suggest that more than one non-diamond carbon impurity 
is present in CVD diamond films. 

Figure 2.3b illustrates that by using UV Raman microspectrometry we 
can resolve underlying components of the non-diamond carbon band. In this 
instance, a sharp low energy feature, fitted to the '"" 1553 em -l amorphous 
carbon band, is resolved from the broad rv 1603cm-1 non-diamond carbon 
band. In other instances, the sharp'"" 1580cm-1 graphite band dominates 
the non-diamond carbon band. The limited spatial area probed enables us to 
speciate the different non-diamond carbon species that make up the normally 
broad non-diamond carbon band. 

2.5.2 UV Raman Instrument for in situ Studies. 
of CVD Diamond Growth 

A UV Raman spectrometer [38] was constructed to examine in situ the 
growth of diamond in a microwave plasma CVD diamond reactor (Fig. 2.4). 
We utilized a 1.5 kW ASTeX microwave plasma reactor that was modified 
with silica viewports for spectroscopic access to the growing films during de­
position. The in situ UV Raman spectra were excited with CW 244 nm light 
from a Coherent Innova 300 intracavity frequency doubled argon ion laser. 
The 244 nm output was expanded and focused through a silica viewport and 
onto the growth substrate/sample inside the reactor. 

The scattered light was collimated by using a 90° off-axis parabolic mirror. 
Two 244 nm dielectric stack filters were used to reject Rayleigh scattering. The 
filtered Raman scattered light was reimaged onto the slit of a modified Spex 
1701, 0.75m single monochromator (f/6.8) equipped with a 2400groove/mm 
holographic grating, and an EG&G PARC 1456 blue intensified photodiode 
array optical multichannel analyzer. A spatial filter (600 Jlm aperture) was 
incorporated into the collection optical train directly behind the spectrograph 
entrance slit to limit the measured sample volume by approximating confocal 
imaging. Approximate confocal imaging was used to help minimize interfe­
rence from the plasma emission in the reactor. Although the plasma emission 
intensity in the visible is sufficiently high to prevent visible wavelength Ra­
man measurements, it decreases dramatically in the UV spectral region below 
rv 260nm. 

Figure 2.5 shows the in situ temperature dependence of the first order 
Raman band of the growing diamond films (rv 1332cm-1 at room tempera­
ture). We see very high S /N spectra for relatively short '"" 10 min spectral 
accumulation times. The independently measured plasma emission (measured 
in the absence of the excitation beam) is easily subtracted off. We calculate 



2 Raman Instrumentation 51 

CW UV Laser 

Fig. 2.4. Schematic diagram showing the UV Raman spectrometer coupled to the 
ASTex plasma CVD diamond growth chamber 

an "' 8 A thickness in situ detection limit for the growing CVD diamond films 
within the plasma reactor. 

The spectra display the well known frequency decrease of the first order 
phonon band with temperature. This band frequency can be independently 
used for determining temperature. We were surprised not to observe the ex­
pected nondiamond carbon impurity bands in these spectra, since they were 
clearly observed in spectra of these same CVD films when they were cooled 
down to room temperature. To our surprise we discovered that these non­
diamond carbon bands are enhanced by a narrow electronic resonance at 
"' 244nm whose frequency is temperature dependent. This electronic reso­
nance shifts away from this 244 nm excitation wavelength at elevated tem­
peratures such that the Raman intensity is significantly decreased. Future 
experiments will use adjacent UV excitations such as 229 or 238 nm to exa­
mine these nondiamond carbon bands at the elevated temperatures required 
for CVD diamond growth. 
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2.6 Conclusions 

Fig. 2.5. Temperature dependence of the in 
situ 244 nm UV Raman spectra of CVD dia­
mond films grown within the plasma reactor 

These are only two examples of the development of Raman instrumentation 
for material science applications. These examples, show that Raman spectro­
scopy is a uniquely powerful probe of the underlying properties of materials 
and molecular structure of the constituents. The technique measures both 
vibrational frequencies and intensities. The frequencies report on chemical 
bonding, molecular structure and environment. The intensities monitor the 
strength of coupling between vibrational and electronic motion in the mate­
rial. The spectra obviously have an extraordinarily high information content. 
Future instrument improvements will further enable the growth and adap­
tations of Raman spectroscopy to a variety of new applications. The new 
generations of Raman spectrometers are compact, highly efficient and highly 
adaptable instruments. This is a very exciting time to be working in the field 
of Raman spectroscopy. 
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3 Characterization of Bulk Semiconductors 
Using Raman Spectroscopy 

J. Menendez 

Abstract. This chapter provides a brief overview of Raman scattering in 
semiconductors. The large amount of experimental information on these 
materials is reviewed from the perspective of the latest theoretical advances, 
and detailed expressions are given that should allow the reader to compute 
Raman spectra and to compare theoretical cross sections with experimen­
tal photon counts. Applications of Raman spectroscopy to measurements of 
crystal orientation, temperature, stress, impurities and alloying are succinctly 
reviewed, with emphasis on the principles underlying these applications and 
on the scope and limitations of the information that can be obtained with 
Raman spectroscopy. 

The fabrication of the first transistor in 1948 represents one of the greatest 
triumphs of the quantum theory of materials. This historic event paved the 
way for the spectacular technological developments of the second half of the 
twentieth century. The semiconductor materials that enabled the new tech­
nologies became the target of intense research, and as a result of this effort 
their electronic and vibrational properties are known today with unparalleled 
detail, both from the experimental and theoretical points of view [1,2]. 

The large amount of experimental information available on semiconduct­
ors, combined with our theoretical understanding of these data, bode well for 
the spectroscopic characterization of these materials, since the effect of exter­
nal perturbations on their electronic and vibrational spectra can be reliably 
predicted. In this chapter, we review some of the applications of Raman spec­
troscopy to the characterization of semiconductors. Inelastic light scattering 
- and laser spectroscopy in general - is very attractive as a characterization 
tool due to its con tactless and non-destructive nature. Typical applications to 
be discussed in this chapter are the use of Raman spectroscopy for the deter­
mination of crystalline orientations, the measurement of temperature and 
stress, the characterization of doping levels, and the study of alloy semicon­
ductors. Most of these applications emphasize vibrational (phonon) Raman 
spectroscopy, but it is important to keep in mind that one of the most sig­
nificant strengths of Raman spectroscopy is its ability to probe the electronic 
structure of semiconductors as well. This is accomplished by detecting ine­
lastic light scattering by electronic excitations [3,4] (instead of phonons) and 
also by measuring the intensity of Raman scattering by phonons as a function 
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of the incident laser wavelength. This intensity undergoes resonant enhance­
ments when the density of allowed inter band optical transitions has a singula­
rity at the laser photon energy. Thus the measurement of "excitation" profiles 
(Raman intensity versus laser wavelength), usually referred to as Resonance 
Raman Spectroscopy (RRS), is a powerful tool for the determination of direct 
band gaps and other above-gap direct transitions. RRS has been extensively 
reviewed in the literature [5-8], since in addition to providing information 
on interband transition energies it is the main experimental technique for 
the determination of the deformation potential parameters that characterize 
the electron-phonon interaction. A combination of electronic Raman scat­
tering and RRS has been shown to be a very convenient technique for the 
measurement of band offsets in semiconductor heterostructures [9]. 

Our selection of topics for this chapter is by no means comprehensive, 
and even within this selection we will make no attempt at enumerating all 
published studies. As opposed to a standard review article, this chapter is 
written with those industrial and academic researchers in mind who would 
like to gain an initial understanding of the capabilities of Raman scattering 
as a characterization tool for semiconductors. Turnkey Raman systems tar­
geted to general users (rather than expert practitioners) are becoming in­
creasingly popular, and this chapter also provides some key formulas and 
experimental data to help these users make the best of their new equipment. 
Readers in search of comprehensive accounts are referred to the monumental 
Landolt-Borstein tables [10,11] for raw experimental data, to several excellent 
textbooks [1,2,12,13] for a reasoned and detailed exposure of semiconductor 
theory, and to a number of very instructive books and reviews on related 
topics [7, 14-1 7]. Powerful search engines are now available on the Internet 
and they should facilitate the identification of the vast majority of the very 
valuable work not mentioned in our sampling of results. 

Our chapter starts with an introductory section, mainly theoretical, which 
defines the basic concepts and explains the latest advances in our under­
standing of lattice dynamics and Raman spectra in semiconductors. This is 
followed by sections describing each of the selected applications areas. The 
box by Marcos Grimsditch on Brillouin scattering illustrates the applications 
of this "sister technique", and the box by Ingrid de Wolf describes how stress 
characterization is carried out in practice. 

3.1 Inelastic Light Scattering by Phonons 
in Semiconductors 

A general introduction to lattice dynamics and light scattering has been given 
in Chap. 1. Here we concentrate on those aspects of the theory that are par­
ticularly relevant to semiconductors. We focus on group IV elemental semi­
conductors and III-V or II-VI compounds which crystallize in the diamond 
or zincblende structures. In the remainder of this chapter, the word "semi-
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conductors" will be meant to refer to these cubic tetrahedral semiconductors 
and not necessarily to other semiconducting systems. Table 3.1 shows some 
characteristic data for these materials. It should be mentioned that some 
tetrahedral semiconductors - including the nitride family, which has recently 
attracted much attention for their remarkable optoelectronic properties -
crystallize in the wurtzite structure. This structure will not be discussed any 
further here, but nitride semiconductors are reviewed in Chap. 7. 

Table 3.1. Selected structural, electronic, and vibrational properties of cubic semi-
conductors at room temperature. The last two columns show the frequencies of the 
longitudinal and transverse optic phonons at q ~ 0. These are the only allowed 
Raman phonons in diamond and zincblende semiconductors 

Material Lattice Indirect gap Direct gap ww(cm-1 ) WTo(cm- 1 ) 

parameter a (eV) (eV) 
0 

(in A) 

Diamond 3.56683 5.4 6.5 1332 

Si 5.43086 1.12 4.25 521 

Ge 5.65748 0.66 0.81 303 

a-Sn 6.489 0 196 

AlP 5.4635 2.41 3.62 499 440 

AlAs 5.660 2.14 3.03 403 362 

AlSb 6.136 1.63 2.30 340 319 

GaP 5.4505 2.26 2.78 403 367 

GaAs 5.6534 1.429 292 269 

GaSh 6.0958 0.75 237 227 

InP 5.8687 1.34 345 304 

InAs 6.0584 0.356 243 218 

InSb 6.47877 0.18 193 180 

ZnS 5.4102 3.69 352 271 

ZnSe 5.6676 2.69 250 205 

ZnTe 6.1037 2.25 205 177 

CdTe 6.482 1.49 168 139 

HgTe 6.453 0 137 118 
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3.1.1 Phonons in Semiconductors 

Within the harmonic approximation, vibrations are solutions to the eigen­
value problem (18] 

(~- WJM) e(f) = 0. (3.1) 

Here~ is a force-constants matrix whose elements are given by ~ij (lK-, l' K-1 ) = 
/PV(u)j(8ui(lK-)ou3(l'K-')), where V(u) is the crystalline potential and the 
atomic displacements are indicated collectively by u, which is a 3nN­
dimensional vector formed by combining the 3-dimensional displacement vec­
tors for each of the n atoms in the N unit cells of the system. The dis­
placement in the i-direction of the K-th atom in the l-th unit cell is de­
noted by ui(lK-). Therefore, ~ij(lK-,l1K-1 ) is equal to minus the force in the 
j-direction on atom (l'K-') for a unit displacement of atom (lK-) in the i­
direction. The dimensionality of ~ is 3N n x 3N n. For diamond and zinc­
blende semiconductors K- = 1 or 2, so that n = 2). The matrix M is given 
by Mij(lK-,l1K-1) = M(K-)8t,..i,l'~<.'j• where M(K-) is the mass of the K-th atom in 
the unit cell. Equation (3.1) can be diagonalized numerically using standard 
packages for generalized eigenvalue problems. It is quite common to rewrite 
this equation as a more conventional eigenvalue problem of the form HtlF = 
EtlF by defining a dynamical matrix Di3(ZK-, l' K-1) = ~ij(lK-, l' K-1)/(M,._M,._, )-1/ 2 , 

but this approach tends to obscure the physics of some common phenomena 
by combining in the dynamical matrix possible mass and force constant 
changes. This will become apparent below, as we discuss the effect of per­
turbations on the lattice dynamics of semiconductors. 

The eigenvectors of (3.1) satisfy the completeness and orthonormality 
conditions 

3nN 

L Met (f)e(f) = I 
f 

et(f)Me(f') = 8!!' ' (3.2) 

so that any arbitrary collective displacement u can be written as a linear 
combination of these eigenvectors as 

(3.3) 

The coefficients Q f are known as the normal coordinates of the system. For 
a periodic solid Bloch's theorem requires that the eigenvectors be plane waves, 
which can be written as 

(3.4) 
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Here the e's are the so-called phonon polarization vectors. Substituting (3.4) 
into the orthonormality condition in (3.2), one finds that the phonon polari­
zation vectors are normalized according to E,.i I ei(K I qm) 12 = 1. 

The ansatz represented by (3.4) decouples the eigenvalue problem in (3.1) 
into N sets of 3n x 3n problems, one for each wave vector q. The index f, 
which labels the 3Nn independent solutions to (3.1), is split into N wave ve­
ctors q and a branch index m that runs from 1 through 3n. The 3n functions 
Wm ( q) represent the phonon dispersion curves. These curves can be measured 
using inelastic neutron scattering (INS), as shown in Fig. 3.1 for GaAs [19) 
and therefore represent the contact point between theory and experiment. 
Since Raman spectroscopy is kinematically restricted to q ~ 0 phonons, its 
value as a probe of the lattice dynamics of semiconductors is much more limi­
ted. However, second order Raman scattering involves pairs of phonons with 
wave vectors Q1 and q2 such that Ql + q2 ~ 0, and therefore it can be used to 
explore phonon frequencies away from q = 0, as explained in the introductory 
chapter. In tetrahedral semiconductors the polarized (parallel incident and 
scattered light polarizations) second order Raman spectrum is essentially pro­
portional to the phonon density of states,whose critical pointslead to sharp 
features in the Raman spectra [20). The spectroscopy of these features can 
provide important lattice dynamical information in those cases for which it is 
not possible to obtain INS data. A good example is AlAs, which is only avai­
lable as thin epitaxial layers due to the tendency of this material to oxidize 
rapidly in the presence of air. Since INS requires large crystalline samples, 
no INS spectra are available for AlAs. However, second order Raman scatter­
ing has provided strong evidence in support of the AlAs phonon dispersion 
curves calculated from density functional theory [21). Second order Raman 
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Fig. 3.1. Diamonds: experimental low temperature phonon dispersion relations 
for GaAs (19). Solid lines: Calculated dispersion relations from density functional 
perturbation theory (30) 
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scattering has also played an important role in the study of the overbending 
of optical phonons in materials such as diamond [22) and AlSb [23). 

The basic lattice dynamical problem is the determination of the force 
constants matrix !I>. If one considers the fact that in most crystalline solids -
including tetrahedral semiconductors - the ionic displacements are extremely 
slow relative to typical times for electronic transitions, it can be assumed 
that the system remains in its ground electronic state as the ions move. 
Within this adiabatic approximation the instantaneous crystalline potential 
V is the total ground state energy of the crystal for a ''frozen" displacement 
of the atoms from their equilibrium positions. Modern ab initio calculations 
of phonons - to be discussed below - are based on this idea. The traditional 
approach, however, has been to fit an empirical potential to the experimental 
phonon dispersion curves. The simplest such approach (sometimes called the 
Born-von-Karman model) takes the elements of the force constant matrix !I> 
as adjustable parameters. The number of different parameters is expected to 
be manageable due to symmetry considerations and to the fact that distant 
atoms are not expected to interact strongly. However, the pioneering work of 
Frank Herman showed as early as 1959 that in the case of tetrahedral semi­
conductors interactions up to fifth neighbors had to be taken into account 
for a reasonable fit of the measured phonon dispersion relations [24). These 
medium - range interactions are responsible-among other details of the pho­
non dispersion curves - for the dramatic flattening of the transverse acoustic 
branches as the wave vector approaches the Brillouin zone edge along same 
low-index directions [25). This is clearly seen in Fig. 3.1 for GaAs, and it is 
observed in all tetrahedral semiconductors except diamond. 

The physical interpretation of a Born-von-Karman fit to the phonon 
dispersion relations in tetrahedral semiconductors is complicated not only 
because of the large number of parameters needed but, more fundamentally, 
because the charge density in covalent materials is localized not only around 
the nuclei but also along the interatomic bonds. If interactions involving the 
bond charges play an important role in the lattice dynamics, they will impact 
the Born-von-Karman parameters in an indirect and in general very compli­
cated way. Therefore, it appears that one can arrive at a much better under­
standing of phonons in tetrahedral semiconductors by explicitly constructing 
an interatomic potential that takes into account the important interactions. 
Once this potential is proposed, the Born-von-Karman parameters follow 
from simple differentiation and the phonon dispersion curves can be computed 
in terms of the adjustable parameters of the proposed interatomic potential. 
The most successful application of such an approach is Weber's Adiabatic 
Bond Charge model, which produces an excellent fit of the phonon disper­
sion relations in diamond, Si, and Ge with only 4 adjustable parameters [26]. 
The model can be extended to III-V and II-VI zincblende semiconductors 
by increasing the number of parameters to six (27,28). The adiabatic bond 
charge model provides a straightforward interpretation for many of the pecu-
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liarities of the phonon dispersion relations in semiconductors. In particular, 
the flattening of the transverse acoustic branches can be traced back to the 
stiffness of the interaction between neighboring bond charges [25,26]. 

A completely new approach to the lattice dynamics of tetrahedral semi­
conductors became possible in the 1970's, as electronic total energy calcula­
tions based on density functional theory reached a high level of accuracy (29]. 
As mentioned above, for any crystalline distortion u the interatomic poten­
tial V(u) can be equated (within the adiabatic approximation) to the sys­
tem's energy eigenvalue E(u) corresponding to the ground electronic state 
for frozen displacements u. This makes it possible to obtain force constants 
from ''first principles" without any fit to experiment. The first applications 
were restricted to phonons propagating along high symmetry directions, but 
the introduction of "Density Functional Perturbation Theory" (DFPT) made 
it possible to calculate phonon frequencies and eigenvectors for arbitrary 
wavevectors within the Brillouin zone (30]. The agreement with experiment 
is truly remarkable, as shown in Fig. 3.1. In addition to the excellent numeri­
cal agreement with experiment, the ab initio method offers new insights into 
the lattice dynamics of semiconductors. Figure 3.2 shows the phonon dis­
persion relations for GaAs calculated with GaAs and AlAs force constants. 
It is apparent that the resulting curves are virtually identical. A systematic 
study [31] finds that the force constants are a smooth function of the lattic~ 
parameter a, and that they change by no more than 20% from a = 5.6 A 
through a = 6.4 A. This transferability of force constants - which, as we will 
see below, is extremely useful for the modeling of semiconductor alloys - is 
not fully apparent when comparing empirical potentials fit to the experimen­
tal phonon dispersion relations. With hindsight, the reasons become quite 
obvious. The phonon dispersion relations represent the eigenvalues of the lat-
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Fig. 3.2. Top figure: Phonon 
dispersion relations for GaAs 
using GaAs first-principles 
force constants (solid line) 
and AlAs first-principles force 
constants (dashed line). Bot­
tom figure: Phonon dispersion 
relations for AlAs using AlAs 

' first-principles force constants 
(solid line) and GaAs first 
principles force constants 
(dashed line) [30] 
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tice dynamical problem, but the interatomic potential is not fully determined 
by these eigenvalues: the vibrational eigenvectors are also needed. Unfortu­
nately, phonon eigenvectors are difficult to measure (see for example (32] for 
Si), so that virtually all empirical determinations of interatomic potentials 
ignore the eigenvectors and fit the potential to the phonon frequencies. It is 
not surprising that this procedure leads to systematic errors and obscures 
the similarity of force constants for systems with similar lattice constants. 
Recently, the very successful adiabatic bond charge model has been refit 
using experimental phonon frequencies and the theoretical eigenvectors from 
ab initio calculations (33). This procedure is justified because the excellent 
agreement between experiment and first-principles frequencies suggests that 
the first principles eigenvectors should be similarly accurate. This has in fact 
been verified in the few cases where experimental eigenvector determinations 
are available (32]. The newly fit adiabatic bond charge model has a slightly 
worse agreement with the experimental phonon dispersion relations but pro­
vides a much better account of the transferability of force constants among 
tetrahedral semiconductors. 

Perturbations. The detailed knowledge of the lattice dynamics of semi­
conductors provides the appropriate starting point for the treatment of com­
mon perturbations, such as the addition of foreign atoms, the application of 
stress, etc. In general, these perturbations will change the force constant and 
mass matrices, so that (3.1) becomes 

[(~ + L\~)- wJ(M + L\M)] e(f) = 0. (3.5) 

For small perturbations, as is often the case in practical applications, it 
is convenient to rewrite (3.5) in terms of the complete set of orthonormal 
unperturbed mode eigenvectors. We obtain 

L [(w51 -w])8n' +L\~ff' -wJLlMtf'] Cff' = 0, 
f' 

where we have introduced the matrix elements 

L\Mtt' = eb(f)L\Meo(f') 

L\~ff' = eb(f)L\~eo(f') 

(3.6) 

(3.7) 

and the subscript ''0" refers to unperturbed quantities. The coefficients Cff' 
are the expansion coefficients of the perturbed eigenvectors in terms of the 
unperturbed ones: 

3Nn 

E:i(lK- I f) = L Cff1COi(lK- I /'). (3.8) 
f'=l 

Equations (3.5) and (3.6) are very convenient as the starting point for a per­
turbation theory treatment. For cases in which non-degenerate perturbation 
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theory can be used, expansions up to third order in the mass perturbation 
have been given (34]. It is important to stress that no additional approxima­
tions were made in going from (3.5) to (3.6). In other words, regardless of the 
size of the perturbation both equations can be solved exactly by numerical 
diagonalization - using the same generalized eigenvalue routines - and the 
solutions obtained are identical. Equations (3.5) and (3.6) can be used to 
treat isotopic disorder (in which case Ll~ = 0), stress (for which LlM = 0), 
and alloying, for which in principle both the force constant and mass matrices 
change. 

3.1.2 Anharmonic Effects 

The theoretical description of vibrations based on (3.1) relies on the harmonic 
approximation, which neglects third- and higher-order derivatives of the crys­
talline potential. While this is a very good approximation for semiconductors, 
the neglected anharmonic terms are responsible for a number of important 
effects, some of them very useful for characterization purposes. This includes 
the temperature- and stress dependence of phonon frequencies. In the pre­
sence of small anharmonic perturbations the phonon picture remains ap­
proximately valid, but the phonon lifetime becomes finite (the lifetime is 
obviously infinite within the harmonic approximation, since phonons are the 
exact solution to the harmonic Hamiltonian). This lifetime manifests itself 
as a non-vanishing width of the phonon peaks measured with spectroscopic 
techniques such as Raman scattering. Particularly important for applications 
is the lifetime of long-wavelength longitudinal optical LO phonons in polar 
semiconductors, which is typically of the order of a few ps. These phonons 
couple very strongly to electrons, and the corresponding scattering rates de­
pend directly on the steady-state non-equilibrium phonon population, which 
is largest (smallest) for the longest (shortest) anharmonic lifetimes (35]. 

A quantitative theory of anharmonic effects in semiconductors has not 
been available until very recently. Attempts to develop empirical potential 
models - in analogy with the empirical potential fits for the harmonic part 
of the potential - have not been very successful, in part because of the enor­
mous proliferation of adjustable parameters as third and higher derivatives of 
the potential are included. Satisfactory agreement with experiment has only 
been obtained from ab initio calculations within density functional theory. 
The first successes of this theory were the calculation of third-order elastic 
constants [36], and the correct reproduction of the pressure and stress depen­
dence of the frequency of high-symmetry phonons [37]. More recently, first 
principles calculations of the linewidth of Raman-active optical phonons in 
semiconductors have been published [38-40]. The agreement with experiment 
is truly remarkable if one considers that the accuracy of the results depends 
not only on a detailed knowledge of the anharmonic potential but also on 
a very accurate harmonic model for the same material. These conditions are 
so stringent that before the publication of the first principles results there 
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was no other acceptable quantitative theory of Raman linewidths in semicon­
ductors. 

3.1.3 Raman Scattering by Phonons 

The general theory of Raman scattering by phonons has been discussed in 
the introductory chapter; here we concentrate on aspects that are intrinsic 
to semiconductors. 

The best way to visualize the ingredients needed to construct a theory of 
the Raman intensities is to start with the simpler case of elastically reflected 
light. When an incident field given by E(t) = EL coswLt is present in a ma­
terial, the system develops a polarization (dipole moment per unit volume) 
whose Cartesian components are given by 

Pi(t) = ~ L (Xije-iwLt + XijeiwLt) ELj· 
j 

(3.9) 

Here the tensor Xij is the system's electronic susceptibility, which is 
a function of the frequency W£. This time-dependent polarization produces 
electromagnetic radiation, and if we define the scattering cross section as the 
power radiated into a solid angle dil divided by the incident intensity, we 
obtain the familiar expression [18] 

(3.10) 

where Vis the volume of the scattering medium and eL, es are unit polari­
zation vectors for the incident and scattered light, respectively. The suscep­
tibility x depends on the electronic structure of the system, which changes 
as the atoms vibrate. The light scattering due to the phonon-induced change 
in susceptibility is what we know as Raman scattering. Since vibrational fre­
quencies in semiconductors are typically much lower than the frequencies 
associated with electronic transitions, we can as a first approximation con­
sider the electronic susceptibility for a frozen atomic configuration u. For 
small displacements from equilibrium, as is usually the case for vibrations in 
crystals, one can expand the susceptibility as 

Xij(u) = Xij(O) + LXij,fQf, 
f 

where 

(3.11) 

(3.12) 
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Substituting (3.11) into (3.10), one obtains a term that does not contain 
Q f (which gives Rayleigh scattering) plus terms linear and quadratic in the 
normal coordinates. The linear terms vanish upon a thermal average, so that 
Raman scattering is produced by the quadratic terms only. Using standard 
results from the quantum theory of the harmonic oscillator for the ther­
mal average of the quadratic terms, and introducing energy-conserving delta 
functions in an ad-hoc manner, one finally obtains a Raman differential cross 
section given by 

x L esiXij,teLj 

ij 

2 

(3.13) 

Here Wf is the Raman shift, and n1 = [exp(nw1/kBT)- 1]-1 is the Bose­
Einstein phonon occupation number for mode f. The first term in the curly 
bracket gives Stokes scattering (phonon creation) and the second term gives 
anti-Stokes scattering (phonon annihilation). A rigorous quantum mechanical 
derivation of the cross section reduces to (3.13) if the incident frequency 
satisfies Wf << W£ << E 9 (dir)/li (41]. For visible light excitation the first 
condition is satisfied in semiconductors but the incident photon energy is not 
much smaller than the direct band gap E9 (dir). This has little effect on the 
selection rules to be discussed below but can affect the comparison between 
predicted and observed intensities. Notice that a factor w~ - corresponding 
to the scattering frequency ws = WL - w1 -appears in (3.13) instead of w£, 
as might be expected in view of (3.10). We have introduced this factor in an 
ad-hoc manner so that is consistent with the quantum theory of the Raman 
effect. The difference between the two factors is not important within the 
range of validity (3.13). 

For the case of the three-fold degenerate zone-center optical phonons in 
diamond and zincblende semiconductors one can use (3.12) to find a simple 
expression for the susceptibility derivative tensor Xii,f. From the orthonor­
mality properties of the eigenvectors and the requirement that the center of 
mass of the unit cell should not move, one can write 

(3.14) 

where J-L is the reduced mass of the unit cell, and we have used the compo­
site symbol f = Ok with k = x, y, z to label the three degenerate modes. 
Furthermore, the crystal periodicity requires that the spatial derivatives of 
the susceptibility be independent of the index l, and translational invariance 
requires that the sum of the susceptibility derivatives for all atoms within 
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a unit cell be zero. Combining all these results we obtain 

(3.15) 

where the sign depends on our choice of eigenvectors in (3.14). We define 
here a "Raman tensor" Rij,J, which, as will become more apparent later, is 
a volume-independent quantity. Here Vc is the volume of the unit cell (for 
diamond and zincblende semiconductors Vc = a3 /4, where a is the lattice 
constant listed in Table 3.1). It is customary in the literature to express the 
strength of Raman scattering in tetrahedral semiconductors in terms of Rij,J. 
Furthermore, since the cross section is proportional to the volume of the solid, 
it is useful to define a Raman cross section per unit volume dS/( dildw), 
called "scattering efficiency", so that we obtain the following expression for 
optic phonons in diamond and zincblende semiconductors: 

dS n ~ (wL - Wk) 4 

d nd = --4 ~ {(nk + 1)8(w- wk) + nk8(w + wk)} 
H W 2J1VcC Wk 

k=x,y,z 

x L esiRij,kELj 
ij 

2 

(3.16) 

Symmetry considerations. Several selection rules follow from (3.13) or 
(3.16). The delta functions for the frequency insure energy conservation. The 
electronic susceptibility is a function Xij(w,k) of the frequency and wave 
vector. The wave vector dependence was not indicated explicitly in (3.9) 
because we assumed the incident field to have an infinite wavelength, so that 
only the k = 0 component plays a role in the subsequent derivations. The 
resulting susceptibility derivative 'X_ij,/ is symmetric in the indices i, j and will 
vanish if the phonon wave vector in f = (qm) is nonzero. The latter represents 
the crystal momentum conservation rule. A more rigorous treatment would 
lead to the possibility of anti-symmetric terms and to expressions involving 
delta-functions of the form b(ks±q-k£). However,the allowed phonon wave 
vectors resulting from these expressions are usually small compared to the size 
of the Brillouin zone of the crystal, so that the simple q = 0 Raman selection 
rule is normally an excellent approximation (see the Chap. 1). Contributions 
beyond this "dipole approximation" can be expected to be proportional to qa 
(where a is the lattice constant) and therefore small. These considerations, 
however, may break down near resonances, as discussed in the introductory 
chapter. For example, the macroscopic electric field set up by longitudinal 
optic (LO) phonons in polar semiconductors makes a contribution to the 
Raman cross section of these modes that is proportional to ( qa )2 but so 
resonant that its strength can become comparable to the allowed q = 0 cross 
section. Several authors have reviewed this process [6-8]. 
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A key feature of Raman scattering is its dependence on the polarization 
vectors of the incident and scattered light, and this dependence arises from 
the symmetry properties ofthe susceptibility derivative XiJ,J or, equivalently, 
of the Raman tensor Rij,J· These are second-rank tensors whose forms can 
be determined from group theory considerations. But the steep "learning 
curve" of group theory and its subtleties in the area of crystalline symmetries 
represent a serious barrier to the occasional user. Fortunately, tables with 
the form of the Rij,J tensor for crystals with different symmetries can be 
found in the literature, and this simplifies considerably the analysis of the 
experimental results. Less known is the fact that the form of the Rij,f tensor 
can be easily generated from the tables of characters for the corresponding 
point groups following an approach explained in detail by Callen [42]. 

The basic idea for any group theory analysis of the symmetry proper­
ties of the Rij,f tensor is the realization that the scattering cross section 
is a scalar that is invariant under any of the symmetry operations of the 
molecule or crystal. From (3.13), this cross-section could be written sym-

bolically as dS /d.!? ex I Lij Rij,feiej Q f j2 • Since the right-hand side of this 

expression must also be an invariant, we must find polynomials of the form 
eieJQf which are invariant under the symmetry properties of the crystal. 
The number of such polynomials gives the number of independent compo­
nents of the tensor Rij,f. In the jargon of group theory, this means that one 
must find polynomials of the form eiejQf which belong to the identical re­
presentation. Unsold's theorem provides a systematic way of generating such 
polynomials. The theorem states that if the basis functions { ¢1 , ¢2 , ... , ¢n} 
and { 'lfi, '¢2 , ... , 'lfn} generate exactly the same irreducible representation, 
the sum I::= I ¢m '1/J;, belongs to the identical representation. Since basis 
functions are listed in tables of characters, generating the Raman tensor can 
be as simple as inspecting the character table for the relevant group. 

Let us apply the above ideas to the case of Raman scattering by optical 
phonons in zincblende and diamond structure semiconductors. For scattering 
by q = 0 phonons, the point groups of each crystal structure are needed, and 
these are Td and Oh for zincblende and diamond, respectively. Table 3.2 lists 
the irreducible representations and some of the corresponding basis functions 
for each of these groups. Once symmetrized, the products eiej transform like 
quadratic polynomials in x, y, z. Hence from Unsold's theorem we can im­
mediately see that all Raman-active phonons must belong to the irreducible 
representations for which these quadratic polynomials appear as basis func­
tions. From Table 3.2, these are A1 , E, and F2 in Td and A19 , E 9 , and H 9 in 
Oh. Using the procedure outlined in Sect. 2.5 of the introductory chapter, we 
find that the q = 0 optic phonons in zincblende and diamond structures be­
long to the three-dimensional F2 and F29 representations, respectively, and 
the corresponding eigenvectors are given in (3.14). Since { Qx, Qy, Qz} are 
basis functions for F2 (Td) and F29 (0h), and the polynomials {yz, xz, xy} 
are basis functions for the same representation, Unsold's theorem implies 
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Table 3.2. Basis functions for the irreducible representations of the Td (zincblende) 
and Oh (diamond) point groups. The functions are ordered and normalized accor­
ding to Callen's prescription 

Td (zincblende) oh (diamond) 

n(A!) x2 + y2 + z2 n(Alg) x2 + y2 + z2 

n(A2) xyz F1' (Alu) 

n2(E) [v'3(x2 _ y2), r2(A2g) 

2z2- x2- y2] 

ns(F2) (x, y, z); (yz,xz, xy); F2'(A2u) xyz 

(x3, y3, z3); [x(y2 + z2), 

y(z2 + x2), z(x2 + y2)] 

F2s(F1) [x(y2- z2), y(z2- x2), n2(Eg) [v'3(x2 _ y2), 2z2 _ x2 _ y2] 

z(x2- y2)] 

F12r(Eu) 

Fw(Flu) 

ns(Flu) (x, y, z); (x3, y3, z3); [x(z2 + y2), 

y(z2 + x2), z(x2 + y2)] 

r25'(F2g) (yz, xz, xy), (yzx2, zxy2, xyz2) 

F2s(F2u) [x(y2- z2), y(z2- x2), z(x2- y2)] 

Qxeyez + Qyezex + Qzexey =invariant. There is only one such combination 
that can be formed. This means that Rij,k has the form 

Rij,x = (~ ~ ~) 
OaO 

(
0 Oa) 

Rij,y = 0 0 0 
aOO 

(0 a 0) 
Rij,z = ~ ~ ~ · (3.17) 

Notice that these Raman tensors correspond to phonon eigenvectors along the 
x, y, and z axis, respectively. Since the three optical phonons are degenerate, 
any linear combination of these eigenvectors can also be chosen as eigen­
vectors. The corresponding Raman tensor can be easily obtained from (3.17) 
by expressing the new eigenvectors in terms of the old ones. For a phonon 
polarized along an arbitrary h-direction, one obtains 

Rij,h = L e>.,hRij,>., (3.18) 
>.=x,y,z 

where e>.,h is the >. th component of a unit vector in the h-direction. 
For scattering by optic phonons in cubic diamond-structure systems, there 

is never a need to "rotate" the Raman tensor according to (3.18), since after 
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the sum over the three degenerate optic modes in (3.16) one obtains exactly 
the same result for any set of three orthonormal polarization vectors. How­
ever, there are two important cases for which the rotation of the Raman tensor 
is convenient and even necessary. The first such case arises in the presence 
of external perturbations that lift the cubic degeneracy. The perturbation 
determines the form of the mode eigenvectors, which can no longer be chosen 
as arbitrary linear combinations. The Raman tensor corresponding to each 
of the perturbed modes can be approximately obtained from (3.18) once the 
perturbed mode eigenvectors are expressed in terms of the old ones. The 
application of these ideas to the case of stress perturbations is discussed 
below in Sect. 3.2.3. 

The second important application of (3.18) is the case of polar semi­
conductors, for which the three zone center modes are split into two trans­
verse optic modes (TO) and a LO mode. This splitting appears to contradict 
the group theory predictions of three-fold degeneracy for the optic modes 
of zincblende materials, but a closer examination reveals that the behavior 
of phonons in these materials is consistent with group theory. At exactly 
q = 0 the optic modes are indeed degenerate for an infinite crystal, and 
both transverse and longitudinal modes have the LO frequency. As q is in­
creased, the photon frequency w = cq approaches the frequency of optic 
vibrational modes. This leads to coupled photon-TO phonon modes, called 
polaritons [43]. The upper branch acquires an increasing photon character as 
q is increased further, whereas the lower branch becomes purely vibrational 
and approaches the frequency of the TO phonon. The phonon wave vector 
for Raman scattering is of the order of the wave vector of the incident pho­
ton, which for visible excitation is two orders of magnitude larger than the 
wave vector for which photon and phonon frequencies overlap and produce 
strong mixing. Hence the measured Raman frequencies correspond to the LO 
and TO frequencies. But since this "large" Raman wave vector is much smal­
ler than the size of the Brillouin zone, the Raman tensors in (3.17) are still 
relevant for Raman scattering by LO and TO phonons. The tensor corres­
ponding to the LO phonon is obtained from (3.18) by noting that this mode 
has an eigenvector parallel to the wave vector transfer (LO phonons). The 
component a is not necessarily the same for LO and TO phonons, since in the 
former case the polarizability is also a function of the macroscopic electric 
field. The relative magnitude of the two components aLo and aTo depends 
on the so-called Faust-Henry coefficient [44]. 

Our symmetry analysis based on Callen's approach can be easily gene­
ralized to treat more complicated cases. For example, we mentioned above 
that the macroscopic electric field associated with LO phonons contributes 
a term to the electron-phonon interaction - the so-called Frohlich inter­
action - that makes strongly resonant q-dependent contributions to the Ra­
man tensor. In this case the quantity that must remain invariant is of the 

form dS/ d.ft ex ILijk Rijk,feieiqkQfl 2
• From inspection of Table 3.2 we can 
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now form three invariants using Unsold's theorem: exexqxQx + eyeyqyQy + 
ezezqzQz, (e~ + e~} qxQx + (e~ + e;} qyQy + (e; + e~) qzQz and eyezqyQz + 
ezexqzQx + exeyqxQy. Thus the corresponding Raman tensors become 

(
b 0 0) 

~jx,x = 0 C 0 
OOc 

(
cOO) 

Rijy,y = 0 b 0 
OOc 

(
c 0 0) 

~jz,z = ~ ~ ~ · (3.19) 

This means that the so-called ''forbidden" Raman scattering by LO-phonons 
arises from a diagonal Raman tensor. Notice that the third invariant poly­
nomial contributes off-diagonal components to Raman tensors of the form 
Rijx,y, but these vanish in the specific case of the Frohlich interaction, which 
is proportional to q · e. 

Anastassakis and Burstein (45,46] have used Callen's approach for the 
determination of the form of the Raman tensor in a variety of situations, 
including the application of external stress and electric fields. The reader is 
referred to these very instructive papers for further illustrations of the power 
of this approach. 

Table 3.2 cannot be used directly to predict what phonons will partici­
pate in second-order Raman scattering. This is because such phonons can 
have large wave vectors, for which the relevant symmetry group is not the 
point group of the crystal but the group of the wave vector q. However, it still 
remains true that for any form of light scattering the allowed configurations 
correspond to the irreducible representations for which quadratic polynomials 
in x, y, z are basis functions. Thus the direct product of the irreducible repre­
sentations to which the two phonons belong must contain A1, E, and F2 in 
Td and A19 , E9 , and F2g in Oh. A remarkable feature of both zincblende and 
diamond semiconductors is that second-order Raman scattering is dominated 
by overtones belonging to the A1 and A19 irreducible representations, respe­
ctively. Thus second order Raman spectra resemble quite closely the phonon 
density of states (with a scale expanded by a factor of 2). This can be used 
to study the validity of lattice dynamical models, as indicated in Sect. 3.1.1. 

Raman intensities. It is instructive to contrast our knowledge of the two 
sets of a priori unknowns in (3.13) and (3.16): the vibrational frequencies on 
the one hand and the components of the susceptibility derivative (or Raman) 
tensor on the other hand. While frequencies can be measured with extra­
ordinary accuracy and calculated with very small errors, the measurement 
and the calculation of the Raman tensor components represent formidable 
problems. We now discuss the main experimental and theoretical issues sur­
rounding the determination of absolute Raman cross sections. 

The quantity measured directly by the experimentalist is the number of 
photons counted by a detector. Relating this experimental datum with the 
cross sections defined above is not trivial. Strictly speaking, (3.13) applies 
only to isolated molecules and is not valid for condensed matter, where the 
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incident field "seen" by the scattering medium is not the laser field in air 
but the effective field in the medium. This requires complicated local-field 
corrections. In the quantum theory of Raman scattering in solids one can 
approximately correct for this effect by equating the (infinite) volume of 
the sample with the quantization volume for the electromagnetic field and 
replacing the vacuum permittivity by the medium's permittivity. This adds 
a factor of (TJLTJs)-2 to the Raman cross section. Here TJL(TJs) is the material's 
refractive index at the laser (scattered) photon frequency. In semiconductors 
this is a large correction of the order of 100, but it is almost entirely com­
pensated by two other contributions. Since the cross section is defined inside 
the medium, we must use the speed of light in the medium. This gives addi­
tional dependencies on the index of refraction in such a way that the overall 
correcting factor becomes TJs/TJL, which is of the order of unity. However, 
large corrections do arise when we try to relate the cross section inside the 
sample with measurements that take place outside the sample. From a simple 
application of Snell's law it can be seen that the solid angle of scattering out­
side the sample dil' is not equal to the solid angle inside the sample dil. 
For small numerical apertures, the two are related by dil' = ry~dil. In add­
ition, a fraction of the incident power is reflected at the air/sample interface 
and a fraction of the scattered power is reflected at the sample/air interface. 
A third complication arises from the fact that semiconductors are usually 
strongly absorbing materials at visible wavelengths. For complete absorption 
in a backscattering geometry one can define an effective scattering volume 
given by v;,ff = L2 / ( aL +as), where L2 is the illuminated area and aL( as) is 
the absorption coefficient at the incident (scattered) frequencies. More com­
plicated situations are discussed in [7] and [8]. Zeyher et al. have developed 
a rigorous quantum mechanical theory of Raman scattering in the absorption 
frequency range [47]. Combining all these corrections and defining dR's/ dil' 
as the number of photons per unit time counted by the detector for unit 
solid angle of collection outside the sample (photon count rate), we obtain 
for backscattering experiments on a strongly absorbing material 

dR's [ C(ws)TLTs] ( P' ) dS 
dil'dw = (aL+as)1J~ fu.,;s dildw' 

(3.20) 

where P' is the laser power incident on the sample, TL(Ts) is the power 
transmission coefficient of the sample at the incident (scattered) photon fre­
quency; and C(ws) is a characteristic function of the experimental setup, 
which gives the ratio of photons counted by the detector divided by the 
number of photons scattered into dil'. Since C(ws) is difficult to measure, 
a popular approach for determining scattering efficiencies is the sample sub­
stitution method, whereby a sample with a known scattering efficiency is 
measured with the same setup in such a way that C(ws) can be eliminated 
after rationing the measured count rates. A detailed discussion of this and 
other methods for obtaining absolute Raman scattering efficiencies in semi­
conductors is given in [7] and [8]. Particularly noteworthy is the fact that 
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these scattering efficiencies can be obtained from combined Raman and Bril­
louin measurements on the same sample (see box by M. Grimsditch}. A truly 
absolute measurement of a Raman cross section (for the case of liquid ben­
zene) is described in detail in a very instructive paper by Schomacker et 
al. [48]. 

A common source of confusion (although rarely a source of large errors) 
is the fact that many workers prefer to define the scattering cross section as 
the number of photons radiated into a solid angle dil divided by the number 
of incident photons per unit area. This "photon cross section" is equal to the 
"power cross section" used in (3.13) or (3.16) multiplied by WL/ws. 

Given the experimental complications described above it is not surprising 
to find that absolute Raman efficiency measurements are rare. Moreover, large 
discrepancies between different groups are not uncommon. Table 3.3 shows 
selected experimental values for the single independent component of the 
first-order Raman tensor in diamond and zincblende semiconductors (called 
"Raman polarizability" in [7]}. These values can be combined with (3.16} 
and (3.20} to estimate the strength of the measured Raman peaks. Notice 
that the scattering theory was developed by neglecting anharmonicity, so 
that the Raman peaks are predicted to be delta functions. Experimentally, 
the peaks are broadened by anharmonicity. The quantity to be compared with 
the theoretical count rate prediction is therefore the area under the peak (not 
the peak height). 

Table 3.3. Selected values of the Raman polarizability a (in A?) for diamond and 
zincblende semiconductors 

Material wL(eV) Experiment Theory 

Diamond 2.41 4.3 ±0.6a 4.5b 

Silicon 0.94/1.1 23±4c 22b 

Germanium 0.826 68 ± 14d 64b 

GaAs (TO) 1 63 ± lOe 

GaAs (TO) 1.2 50e 

GaP (TO) 1 35±6e 

GaP (TO) 1.92 23±5e 

a M. Cardona: in Light Scattering in Solids II, ed. by M. Cardona, G. Giintherodt 
(Springer-Verlag, Berlin 1982) Vol. 50, p.19-178 
b W. Windl: Ab-initio-Berechnung von Raman-Spektren in Halbleitern (CH-Verlag, 
Regensburg 1995) 
c J. Wagner, M. Cardona: Solid State Commun. 48, 301 (1983) 
d J. Wagner, M. Cardona: Solid State Commun. 53, 845 (1985) 
e Compiled by M. Cardona in (a) 
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Theoretical considerations. Since the intensity of Raman scattering is 
proportional to the change in the system's electronic susceptibility induced 
by the atomic displacements, the main ingredient of any theory of Raman 
intensities is a model for the system's electronic susceptibility. A simple ap­
proach that has been developed for molecular systems but is useful for in­
sulators and semiconductors is the bond polarizability model [49,50). This 
model assigns to each bond an axially symmetric polarizability given by 

(3.21) 

and builds the system's polarizability as the sum of all bond polarizabilities. 
The coefficients au and a.l are assumed to be functions of the bond length 
only. Since a general atomic displacement changes the bond orientation and 
length, the derivative of the polarizability relative to atomic displacements 
is not zero, and this explains the Raman activity of the system. Starting 
from (3.21), one finds that the susceptibility derivative defined in (3.12) is 
given by [34) 

1 "'"' { [{aj1 [R(nb)] + 2a~ [R(nb)]} ~ l 
Xii,f = - V L....J 3 R · e(nlf) 

nb 

+ [ { ajl [R(nb)]- a~ [R(nb)] - 2(au [R(nb~(:b~.L [R(nb)])} 

x { Ri(nb)Rj(nb)- c5~} R(nb) · e(nlf)] 

[{
au [R(nb)]- a.1 [R(nb)]} 

+ R(nb) 

x { ~(nb)E:j(nlf)+Ri(nb)ci(nf)-~R(nb)·e(nlf)c5ii}] }• (3.22) 

where the primed quantities are derivatives relative to the bond length and 
R( nb) is a unit vector along the direction R( nb) of a bond b connecting atom 
n with one of its neighbors in the equilibrium configuration. The sum over n 
runs over all atomic sites. We use this index instead of the (lK) combination to 
emphasize that (3.22) is valid for any system, including molecules (in which 
case the expression is more conveniently written in terms of the polarizabi­
lity derivative) and disordered semiconductors. When applied to crystalline 
solids, the right-hand side of (3.22) vanishes for modes with q =f. 0, as ex­
pected. For the specific case of diamond and zincblende semiconductors, the 
sum of the unit vectors along the directions of the four bonds at each atom 
is zero. This immediately leads to the cancellation of the first and third bra­
cket in (3.22) so that Raman scattering by the zone center phonons in these 
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materials depends on a single parameter, as expected from group theory. In­
serting (3.14) in (3.22) we find that the only independent component of the 
Raman tensor in (3.17) is given by 

(3.23) 

The parameters of the bond polarizability model must be obtained from 
fits to Raman spectra and other dielectric properties. In the case of tetra­
hedral semiconductors, first-order Raman scattering depends on a single para­
meter, shown in (3.23), and the fits must also include second-order Raman 
scattering. This has been done by Go and coworkers [51]. It appears that 
the model is capable of providing a reasonably consistent explanation of Ra­
man intensities, elasto-optic coefficients, and the dielectric function. Once the 
bond polarizability parameters are known for a few materials, one might be 
able to deduce their values in other materials by identifying chemical trends 
or using the so called "transferability" hypothesis [52], according to which 
similar bonds will have similar polarizabilities, even if they are placed in dif­
ferent environments. These expected chemical regularities represent the most 
appealing aspect of the bond polarizability model. For example, one could 
attempt to compute the Raman spectrum of semiconductor alloys using bond 
polarizability parameters for the parent compounds. 

The susceptibility and its derivatives can also be calculated from the 
known electronic structure of the material, and this has been attempted using 
either empirical pseudopotentials [53] or tight-binding methods [54]. An even 
better approach to the susceptibility problem is to develop ab initio methods 
that do not rely on experimental input. If these are shown to reproduce the 
Raman intensities in known materials, there is no a priori reason why the 
predictions should be worse in new materials. An analogous situation arises 
in the context of the phonon structure. While good empirical models can 
reproduce the phonon structure of known materials with an accuracy compa­
rable to that of ab initio methods, the extrapolation of the model parameters 
to new materials adds a significant level of uncertainty. By contrast, ab initio 
predictions for known and unknown materials should be of comparable qua­
lity. 

The first important question that arises in the context of predicting Ra­
man cross sections from first principles is whether once can use the local 
density approximation (LDA) to density functional theory, i.e., the same 
theoretical formalism that is known to yield extremely accurate phonon fre­
quencies and eigenvectors. The reader familiar with the quantum mechanical 
expressions for the electronic susceptibility- which involve integrations over 
valence and conduction band states - will immediately recognize a serious 
problem that must be faced by the theorist: since the LDA underestimates 
the separation between conduction and valence bands, the predicted suscep­
tibility (and its derivatives, which determine the Raman cross section) are 
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likely to be in error. On the other hand, the static susceptibility for the equi­
librium structure as well as for a frozen displacement pattern u, XiJ(u), must 
be a ground state property, and therefore, aside from possible numerical com­
plications, it should be possible to compute it with the typical accuracy of 
other ground state properties calculated within the local density and adia­
batic approximations. In other words, LDA ab initio calculations should be 
reliable within the range of validity of (3.13). 

For the zone-center optic phonons in diamond and zincblende 
semiconductors the key quantity that must be calculated is the derivative 
of the susceptibility relative to the displacement of one atom in the crystal, 
as shown in (3.15). Since for computational purposes it is highly desirable to 
deal with a periodic system, one can displace all atoms within a sublattice 
by the same amount. If we refer to this collective displacement as uk(~~;), it is 
apparent that 

(3.24) 

where Urel,k = uk(2)- uk(1), and the first identity follows from expressing 
the collective sublattice displacements in terms of their sum and differences 
and noting that the derivative of the susceptibility relative to the sum of the 
displacements must vanish because it corresponds to a uniform translation 
of the crystal. This expression is identical to the definition of the Raman 
polarizability in (7]. 

The basic procedure for the computation of the Raman polarizability from 
first principles is to calculate the crystal's susceptibility for different frozen 
displacements Urel,k, from which a can be obtained by numerical differentia­
tion. This method was pioneered by Baroni and Resta [55]. The results in 
Table 3.3, which are in impressive agreement with off-resonance Raman mea­
surements in diamond, Si and Ge, are due to Windl, who has also extended 
the method to second-order Raman scattering, also with very satisfactory 
agreement with experiment [56]. It might be useful and instructive to fit 
a bond polarizability model to the more reliable first principles results. This 
should provide a deeper insight into the physical meaning of the bond pola­
rizability parameters, in much the same way that fits of the adiabatic bond 
charge model to first-principles phonon calculations have contributed to the 
understanding of this model of the vibrational properties of semiconductors. 

Unfortunately, neither the bond polarizability model predictions nor the 
first principles calculations can be expected to be very reliable for measu­
rements on semiconductors under typical experimental conditions. Visible 
light photon energies are comparable to or higher than the band gaps of 
these materials, well beyond the limit of validity of (3.13) and (3.16). Reso­
nance effects - not accounted for in the bond polarizability model or in the ab 
initio approach described above - make a significant contribution to Raman 
scattering by semiconductors under visible excitation. As shown by many 
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authors (6-8,57), these resonance effects are a very useful spectroscopic tool 
by themselves, and therefore have received considerable theoretical and ex­
perimental attention. However, it is unlikely that a practical ab initio theory 
of Raman intensities will be developed in the near future for measurements 
in this regime. An accurate description of the electronic structure (inclu­
ding the conduction bands) becomes critically important, and this requires 
computer-intensive methods beyond the LDA. Even if such calculations can 
be performed, excitonic effects can play a significant role in determining the 
Raman cross section [7). Only under extreme resonant conditions near a cri­
tical point in the joint valence-conduction density of states is it possible to 
limit the integrations to a few states near the critical points, which sometimes 
leads to simple analytical expressions for the Raman intensities [7,8). 

3.2 Semiconductor Characterization 

Our ability to predict the polarization properties, frequencies, and intensities 
of semiconductor Raman spectra provides a powerful tool for the unambi­
guous identification of the materials and their crystalline structure. Moreover, 
since many interesting phenomena can be described as perturbations to the 
well-understood vibrational properties of semiconductors, it is also possible 
to monitor these perturbations using Raman spectroscopy. In the remainder 
of this chapter we describe some of these applications: the use of Raman 
spectroscopy for the determination of crystalline orientations, the measure­
ment of temperature and stress, the characterization of doping levels, and 
the study of alloy semiconductors. 

3.2.1 Crystal Orientation 

Although the traditional techniques for establishing the orientation of single 
crystals are X-ray diffraction, transmission electron microscopy, electron or 
ion channeling, and etch-pit measurements, Raman spectroscopy is an effec­
tive and sometimes superior alternative. The application of Raman spectro­
scopy to crystalline orientation is based on the fact that the three tensors 
in (3.17) refer to the crystalline cubic axes, whereas the light polarization 
vectors can be controlled in the laboratory system. Hence one can obtain 
crystalline orientations by studying the intensity of Raman scattering as the 
sample or the light polarization are rotated. A systematic methodology has 
been developed by Mizoguchi and Nakashima (58), who show that a preci­
sion of about 2° and a spatial resolution of the order of 111m can be ea­
sily achieved. The method is also non-destructive and can be applied under 
ambient conditions, which represents an additional advantage over the tra­
ditional approaches. A good example of the use of Raman spectroscopy in 
crystal orientation measurements is the characterization of Si grown on insu­
lators (SOl) [59,60). Figure 3.3 compares the polarization-dependent Raman 
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Fig. 3.3. Angular dependence of the Raman intensity for a silicon-on-insulator film 
grown on a Si substrate (60) 

intensity between SOl and the (001)-oriented Si substrate. The relative dis­
placement of the two curves reflects a backward-tilt in crystal orientation in 
the SOl of about 4° [60). 

3.2.2 Temperature Monitoring 

First-order Raman spectra change with temperature because the anharmoni­
city in the interatomic potential renders the phonon frequencies and lifetimes 
temperature-dependent (15). In addition, the Stokes/anti-Stokes intensity ra­
tios also depend on temperature, as is apparent from (3.15) and (3.16). Yet 
another temperature-induced effect can be observed under quasi-resonant ex­
citation: the Raman intensities can change dramatically due to temperature­
dependent changes in the band structure. In fact, temperature tuning of the 
band gaps was a way of measuring resonance excitation profiles before tunable 
lasers became available. 

The Stokes/anti-Stokes method is very appealing because it does not rely 
on the details of the anharmonic interactions, which, as explained in the in­
troductory chapter, can vary from material to material. It has been used, for 
example, to improve the design of semiconductor lasers [61]. It is important 
to emphasize, however, that temperature readings from Stokes/anti-Stokes 
ratios are very prone to systematic errors, since several corrections must be 
applied, and the ratios themselves are not very strong functions of the tem­
perature. The corrections needed to extract temperatures from Stokes/anti-
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Stokes in silicon have been considered in detail by Compaan and Trodahl (62). 
This paper is an excellent illustration of the difficulties of such measurements. 

The first important consideration is that for experiments in semiconduc­
tors under visible excitation resonance effects can be important, and the re­
sonance enhancement is not the same for the Stokes and anti-Stokes signals. 
This is because the exact symmetry property of the Raman tensor is (63] 

(3.25) 

so that in order to obtain the same Raman tensor for Stokes and anti-Stokes 
scattering one needs two laser lines separated by the phonon frequency. Even 
if these lines were available, the experimental errors introduced by the change 
of excitation source would reduce the reliability of the measurements. The 
alternative to using two laser lines is to explicitly correct for the different 
Raman cross-sections for Stokes and anti-Stokes scattering. For the case of 
Si, this has been done by Compaan and Trodahl (62), taking advantage of 
the fact that in this material the Raman tensor is proportional to the square 
of the frequency derivative of the dielectric function, which can be easily 
determined from ellipsometry measurements. 

In addition to the Raman tensor corrections, all factors in the square 
bracket in (3.20) depend on the light's frequency, so that their values can be 
different for Stokes and anti-Stokes scattering. Correcting for this dependence 
requires a detailed knowledge of the optical properties of the material, which 
is not always available. 

Figures 3.4 and 3.5 show the temperature dependence of the Raman pho­
non frequency and linewidth for the elemental semiconductors Si, Ge, and 
a-Sn. It is quite apparent that the frequency is a sensitive function of tem­
perature. A parameterization of this dependence can therefore be used to 
monitor temperature. This method has been used by Ostermeir et al. to 
study the temperature distribution in Si-MOSFETs (64). Care must be exer­
cised however, to verify that the temperature dependence of the Raman shift 
under local heating agrees with the shift measured on bulk samples without 
temperature gradients. For films grown on substrates, for example, the lat­
tice mismatch is usually temperature-dependent, and this adds a stress con­
tribution to the Raman shift. Even in a homogeneous sample, gradients of 
temperature produce different degrees of thermal expansion, which can also 
make stress contributions to the Raman phonon frequencies. 

The Raman linewidth is also a strong function of temperature (particu­
larly at high temperatures) and can be used for monitoring temperature. In 
principle, this approach ha.'l two distinct advantages over Raman shift measu­
rements: stress effects represent a second-order perturbation (provided that 
there are no stress gradients leading to inhomogeneous broadening), and - un­
like the case of the Raman shift - there are simple and physically meaningful 
expressions for the temperature dependence of the linewidth. For example, 
the full-width at half maximum (FWHM) of the Raman peak corresponding 



3 Characterization of Bulk Semiconductors Using Raman Spectroscopy 79 

510 

195 

(b) 

(c) .... 
'·· 

Silicon 

·. . 
Germanium 

.. .. 
«-Tin 

0 1 2 
TEMPERATURE kT /?IQ0 

Fig. 3.4a-c. Temperature dependence of the 
Raman shift in Si, Ge, and a-Sn plotted as 
a function of a normalized temperature. The 
symbol no denotes the low-temperature Ra­
man mode frequency in each material. The so­
lid lines represent the calculated thermal ex­
pansion contribution to the line shift (65] 

to LO phonons in tetrahedral semiconductors is given by [65] 

2F(T) = 2rin + L 2Ffom [1 + n (w.x) + n (wLo - w.x)], 
>. 

(3.26) 

where n(w) is the Bose-Einstein occupation number for a phonon of fre­
quency w (for a standard Lorentzian with broadening parameter r, the 
FWHM is 2F). The sum runs in principle over all pairs of phonons into which 
the optic phonon can decay into, but in practice these frequencies tend to 
cluster around certain values, to the extent that for some semiconductors the 
temperature dependence can be fit with a single term. Good examples are 
Si, Ge, and a-Sn, for which the experimental temperature dependence of the 
Raman linewidth can be satisfactorily reproduced by assuming that the op­
tic phonon with frequency w0 decays into pairs of phonons with frequencies 
w1 = 0.65w0 and w2 = 0.35wo [65]. The first term in (3.26) is a tempera­
ture independent broadening that arises from defects, inhomogeneities, etc. 
The natural isotopic distribution in the material also makes a contribution, 
which is small in the case of the LO phonons but significant for TO pho­
nons in polar semiconductors [66]. The recent availability of isotopically pure 
samples has made it possible to study the effect of isotopes on the Raman line­
width [67,68]. Table 3.4 shows low temperature Raman linewidths for some 
selected semiconductors. It is important to point out that (3.26) neglects 
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Fig. 3.5a-c. Measured full width at half maxi­
mum of the Raman peak as a function of the 
same normalized temperature used in Fig. 3.4. 
The dashed line is a prediction based on (3.26) 
and assuming that the optic phonon decays 
into two phonons of equal energy. The solid 
lines, in better agreement with experiment, as­
sume a 65%/35% partition of the optic phonon 
energy (65) 

fourth order anharmonicity (decay into three phonons) and therefore is not 

accurate at very high temperatures. 
The possible presence of a temperature independent contribution to the 

Raman linewidth that varies from sample to sample limits the use of line­

widths for temperature monitoring. By and large, however, the main limi­

tation is the requirement that the instrumental broadening be significantly 

smaller than the natural width of the line. In view of the linewidth values in 

Table 3.4, this is a very stringent requirement, particularly for new genera­

tions of single-stage Raman spectrometers that are optimized for throughput. 

3.2.3 Stress Measurements 

The application of stress alters the phonon structure due to the anharmonic 

components of the interatomic potential. The resulting changes in Raman 

frequencies represent a powerful tool to monitor stress: micro-Raman spec­

troscopy is one of the techniques of choice for studying stress gradients in 

semiconductor devices. 
The strain associated with the applied stress changes the equilibrium po­

sition of the atoms in the crystal. The phonon frequencies corresponding to 

the deformed crystal can be calculated within the quasi-harmonic approxi­

mation, whereby the force constants are evaluated at the new equilibrium 
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Table 3.4. Low temperature full width at half maximum (FWHM) of the first order 
Raman peak of selected semiconductors, in cm- 1 . When known, the contributions 
2rin due to isotopic disorder and the FWHM (pure) for an isotopically pure sample 
are given 

Material Temperature 2rin FWHM FWHM Theory 

(pure) 

Diamond 1.4a l.Olb 

Si 10K 0.024c 1.22 ± 0.02c 1.24 ± 0.07d 1.24b 

e8 Si) 

Ge lOK 0.03 ± 0.03e 0.62 ± 0.02e 0.66 ± 0.02e 0.67b 

( 73 Ge) 

a-Sn lOK 0.81 ± 0.15c 

GaAs (LO) 12K 0.12 ± 0.09c 0.55 ± 0.05c 0.67 ± O.lOc 0.66£ 

( 69 GaAs) 

GaAs (TO) 4K 0.83g 0.44£ 

AlAs (LO) lOK 0 0.65h 0.65h 0.42£ 

GaP (LO) 5K 0.20 ± 0.02i 0.18£ 

GaP (TO) 3.06j 

InP (LO) 6K 0.026k 0.038£ 

InP (TO) 80K 0.50g 0.49£ 

a M.A. Washington, H.Z. Cummins: Phys. Rev. B 15, 5840 (1977); with instrument 
correction by the present author 
b A. Debernardi, S. Baroni, E. Molinari: Phys. Rev. Lett. 75, 1819 (1995) 
c F. Widulle, T. Ruf, A. Gobel, I. Silier, E. Schonherr, M. Cardona, J. Camacho, 
A. Cantarero, W. Kriegseis, V.I. Ozhogin: Physica B 263-264, 381 (1999) 
d J. Menendez, M. Cardona: Phys. Rev. B 29, 2051 (1984) 
e J.M. Zhang, M. Giehler, A. Gobel, T. Ruf, M. Cardona, E.E. Haller, K. Itoh: 
Phys. Rev. B 57, 1348 (1998) 
r A. Debernardi: Phys. Rev. B 57, 12847 (1998) 
g G. Irmer, M. Wenzel, J. Monecke: Phys. Stat. Sol. (b) 195, 85 (1996) 
h M. Canonico, J. Menendez (unpublished) 
i J. Kuhl, W.E. Bron: Solid State Commun. 49, 935 (1984) 
i B.K. Bairamov, Y.E. Kitaev, V.K. Negoduiko, Z.M. Khashkhozhev: Fiz. Tverd. 
Tela (Leningrad) 16, 2036 (1974) 
k F. Vallee: Phys. Rev. B 49, 2460 (1994) 
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positions and are different from the force constants of the undeformed crys­
tal due to the anharmonicity in the interatomic potential. For small values 
of the strain, it can be assumed that the difference .14> between the two sets 
of force constants is linear in the strain, and a Taylor expansion makes it 
possible to evaluate .14> in terms of the higher derivatives of the interatomic 
potential. The details of such derivation are given by Ganesan et al [69] and 
will be omitted here, since they require rather subtle arguments involving the 
different periodicities of the deformed and undeformed crystal and the fact 
that the macroscopic strain parameters do not fully determine the position of 
the atoms within a unit cell. However, it is easy to use Callen's method [42] to 
find the symmetry-allowed form of .14>, and this has been done by Anastas­
sakis and Burstein [46]. For typical values of the stress, the induced frequency 
shifts are of the order of 0.1% of the mode frequency. This suggests that stress 
effects be treated perturbatively using (3.6) as the starting point. Since the 
zone-center optic phonons in cubic elemental semiconductors are triply de­
generate, we must use degenerate perturbation theory, i.e. diagonalize the 
problem in the three-dimensional subspace of the zone center optic modes. 
If we use the index k = x, y, z to label these modes, insert the symmetry­
allowed form of .14> from [46] and recall that in this case LlM = 0, (3.6) 
becomes 

(Cqx) 
Cgy = 0, 
Cgz 

(3.27) 

where Llw~ = w~ - w5 is the difference between the squares of the perturbed 
and unperturbed frequencies, eij the components of the strain tensor (defined 
by Kittel [70]), and p, q, r are the only symmetry-allowed coefficients of the 
perturbation. We use the index g to label the three solutions, which can be 
obtained analytically by setting the determinant of the coefficients in (3.27) 
equal to zero. The strain components are either known from the boundary 
conditions of the problem (for example, the in-plane strain components in 
epitaxial films) or can be derived from the applied or known stress using 
standard elasticity theory. The eigenvector components { Cgx, Cgy, Cgz} can 
be inserted in (3.8) to obtain the phonon eigenvector corresponding to the 
perturbed mode g and also in (3.18) to obtain the corresponding Raman 
tensor. Note that a general stress will remove the three-fold degeneracy of 
the optic modes, so that arbitrary linear combinations of the displacement 
eigenvectors in (3.14) no longer yield acceptable phonon eigenvectors. It is 
therefore critical to properly rotate the Raman tensor to obtain the right 
selection rules for each individual Raman peak. 
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A common application of (3.27) is the case of a film epitaxially matched 
to a (001)-oriented cubic substrate. In this case the off-diagonal components 
of the strain are zero. The xx and yy diagonal components are given by 
exx = eyy = (asubstrate- afiim)/afilm, and it is easy to conclude from the con­
dition of vanishing stress at the growth surface that ezz = -(2C12 /C11 )exx 
(here the C's are the elastic constants). This perturbation splits the three-fold 
degenerate modes into a singlet and a doublet whose eigenvalues are given 
by 

Llw;inglet = ~(p + 2q) ~1- &;j exx + ~(q- p) ~1 + 25,1
1
2 j exx 

A 2 - l( + 2 ) 1 _ Qu _ .!.( _ ) 1 + 2C12 
.uwdoublet - 3 P q C 11 exx 3 q P c 11 exx · (3.28) 

It is easy to show that the so-called Griineisen parameter, defined as 
I = -8 ln w I a ln v' can be expressed in terms of the parameters of this 
theory as 1 = -(p + 2q)j6w5. Hence, the first terms in (3.28) represent the 
hydrostatic contribution (which does not split the phonon frequencies) and 
the second term gives the frequency splitting caused by the biaxial component 
of the perturbation. Table 3.5 shows selected values of the p and q parameters 
that can be used to evaluate (3.28). A more complete list ofthese parameters 
was recently compiled in a review article by Anastassakis and Cardona [71]. 
This very instructive article also gives details on their measurement. 

The phonon eigenvectors and Raman tensors for the singlet and doublet 
in (3.28) can be obtained using the general procedure outlined above, but it 
is intuitively clear in this case that the mode with eigenvector polarized along 
the (001) direction becomes the singlet and the modes polarized in the other 
two Cartesian directions become the doublet, so that the Raman tensor for 
the singlet is the third tensor in (3.17). This is the only mode that can be 
observed in the backscattering geometry for a (001)-oriented sample. 

The foregoing discussion shows that it is relatively straightforward to 
evaluate the stress induced shifts and splittings in the Raman spectra for 
a known stress. On the other hand, the inverse problem (i.e., finding the 
stress tensor from measurements of the Raman spectra) is much more com­
plicated, particularly in the presence of spatially inhomogeneous stresses with 
no obvious symmetry [72-76). This is precisely the case in many important 
technological applications. An arbitrary stress has six independent compo­
nents, so that at least six different measurements are needed to characterize 
the stress completely. In principle, this information is available: in silicon, for 
example, one can determine the shift of each the three split modes relative to 
the unperturbed optic phonon frequency, and one can measure the intensity 
of their corresponding Raman peaks relative to the intensity of the Raman 
line in unstressed Si. In practice, however, this is very difficult to do. Due to 
the high index of refraction of the semiconductor materials, the light propa­
gates nearly parallel to the surface normal even for wide angles of incidence, 
and in this quasi-backscattering configuration some of the modes may not be 
observable. For example, for backscattering at the (001) surface of Si only 
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Table 3.5. Experimental anharmonicity parameters p and q 
for selected semiconductors. The parameters are normalized to 
the frequency w 2 of the Raman mode in the unstressed mate­
rial. When two sets of values are given, the first set is for the 
TO, the second for the LO phonona 

Material pjw2 qjw2 

Diamond -2.81 -1.77 

Si -1.83 -2.33 

Ge -1.47 -1.93 

GaAs -2.40 -2.70 
-1.70 -2.40 

InP -2.5 -3.2 
-1.6 -2.8 

AlSb -2.1 -2.6 
-1.6 -2.6 

GaSh -1.9 -2.35 

InAs -0.95 -2.10 

ZnSe -2.75 -4.00 
-0.94 -2.28 

InSb -2.45 -3.04 
-1.72 -2.65 

GaP -1.35 -1.95 

-1.45 -2.5 

a Adapted from Anastassakis and M. Cardona, in High 
Pressure in Semiconductor Physics II, Semiconductors 
and Semimetals, Vol. 55, ed. by T. Suski, W. Paul 
(Academic Press, 1998) 

the mode polarized along the (001) direction is Raman-active, as indicated 
above. In spite of these difficulties it has been shown recently that even for 
(001)-oriented samples the other split phonons can be observed under wide 
angles of incidence if the measurements are performed very carefully. Using 
this "off-axis" technique the stress tensor can be determined directly from 
experiment [77,78), but the method is not directly applicable in the context 
of Raman microscopy, where there is a distribution of incident angles due to 
the high numerical aperture of the objectives. 

The approach commonly followed to study stresses with Raman spectro­
scopy is to model the stress field using a numerical technique such as the finite 
element method, and to compare the spatially dependent Raman spectrum in 
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the backscattering configuration with the Raman spectrum calculated from 
the assumed stress distribution. A case study is briefly described in the box 
by de Wolf. 

3.2.4 Impurities 

The key feature that explains the preeminent role of semiconductor materials 
in modern technology is the ease with which their electronic properties can 
be manipulated through doping. Quantifying doping levels in semiconductors 
is therefore a primary requirement in the analytical laboratory. The contact­
less nature of Raman spectroscopy and its high spatial resolution makes this 
technique an intriguing alternative for the determination of impurity concen­
trations. Impurities affect the Raman spectrum of semiconductors in different 
ways. On the one hand, the vibrational modes associated with motions of the 
impurity atoms can produce new Raman peaks. On the other hand, the pre­
sence of the impurities changes the Raman spectrum of the host material. 
This occurs through the change in mass and bond length (atomic effects) and, 
in the case of donors and acceptors, through the interaction of the carriers 
with the lattice (electronic effects). The latter are often much stronger. 

Impurity vibrational modes. The vibrational modes of impurities in crys­
tals and their light scattering properties have been discussed in Sect. 6 of the 
introductory chapter. A comprehensive review of this subject has been writ­
ten by Barker and Sievers [79]. For concentrations of technological interest 
it is not easy to detect impurity modes using Raman scattering, since the 
signals are weak and often obscured by the second-order Raman spectrum of 
the host. Figure 3.6 [80] shows the local modes of boron in Si observed by 
Raman spectroscopy in a sample with a B concentration of 1.5 x 1020 em - 3 . 

Considering the acceptable signal to noise ratios of the spectra and the pro­
gress in Raman instrumentation over the last 30 years, one can conclude that 
in spite of the technical difficulties even modest concentrations of impuri­
ties can be detected using Raman spectroscopy of their local modes. In the 
case of carbon in Si, for example, carbon impurities at concentration levels 
of 1017 jcm3 can be observed [81]. 

The intensity of the impurity Raman peaks can be used to determine the 
impurity concentration. This has to be done on the basis of a previous ca­
libration. Reliable calculations of Raman intensities for impurity modes are 
in principle possible (using the above described ab initio methods), but they 
are not available. Raman spectroscopy is particularly useful when the impu­
rity concentration can be determined from ratios of intensities between the 
impurity and host Raman modes, thereby eliminating the need for absolute 
intensity measurements. A good example is C in Si [82]. The local mode of 
C is both Raman and infrared active, whereas Si itself is not infrared-active 
to first order. Thus the sample preparation requirements for measurements 
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Fig. 3.6. Raman spectrum of B-doped Si at room temperature, showing the loca­
lized vibrational modes corresponding to the B impurities (80] 

of C in Si are much less stringent for Raman than for infrared absorption 
spectroscopy. 

Atomic efFects. An order-of-magnitude estimate of atomic effects can be 
obtained by assuming that the mass defect is uniformly distributed over all 
atoms of the crystal. Substituting in (3.7) we obtain L1Mtt' = x (LJ.MjM) 8tt'· 
Here x is the fractional impurity concentration and L1M = ( Mimp-M), where 
M is the mass of the Si atom and Mimp the mass of the impurity. Likewise, we 
can assume that the different atomic radii of the impurity and host atoms lead 
to a change in volume that is uniformly distributed over the crystal, so that 
we obtain a strain tensor whose components are given by eij = x(L1RjR)8ij· 
Substituting in (3.27), we find LJ.~ff' = -61wfi(L1RjR)x8ff'• where 1 is 
the Griineisen parameter and wo is the unperturbed Raman frequency. Since 
both the mass and strain perturbation are diagonal at this level of approxima­
tion, the mode eigenvectors remain unchanged and the only predicted effect 
is a frequency shift that is given by the diagonal elements of the perturbation: 

(3.29) 

Figure 3. 7 shows Raman spectra of p-type silicon for different B concentra­
tions [83). The main Si Raman peak is seen to broaden and shift to lower 
frequencies. But B is lighter and smaller than Si, so that, contrary to the 
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Fig. 3. 7. Raman spectra of B-doped Si samples at room temperature, showing the 
effect of the impurities on the main Si Raman line (83) 

experimental finding, (3.29) predicts an increase in the peak frequency. For 
our specific example of B in Si, this shift was estimated to be + 1 em -l for 
a concentration of 1.4 x 1020 [83]. Moreover, the observed shifts are stron­
gly dependent on temperature, which can hardly be understood in terms 
of (3.29), and suggest that the main contribution to the boron effect on the 
Si Raman peak is electronic in character. Even for substitutional isovalent im­
purities, the agreement between (3.29) and experiment is poor. For example, 
for C in Si (3.29) predicts Llwjw = 1.3x, whereas the experimental value is 
Llwjw = 0.4x [84]. 

One reason for the failure of (3.29) is that the assumption of a uniformly 
distributed mass excess or defect, used in the derivation, is not really justified. 
The real mass distribution leads to off-diagonal elements of the mass matrix 
LlM!f' which are not negligible relative to the diagonal terms. These off­
diagonal elements LlM!f' (together with the off-diagonal elements LliP!f' of 
the force constant matrix) mix the modes of the unperturbed crystal. One 
effect of this mixing is that all modes in the crystal acquire some Raman 
activity, so that one might expect to see peaks at the frequency of critical 
points in the phonon density of states of the unperturbed crystal [79]. 
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The correlation between the local impurity mode and the atomic effects 
on the Raman spectrum of the host provides very useful information. This 
information has been used, for example to analyze the relative concentration 
of substitutional and interstitial C in Sh-yCy [82]. The total C concentration 
in solid solutions with 1% or higher carbon content can be easily measured 
with techniques such as Rutherford Back-Scattering (RBS), but the fraction 
of these C atoms that occupy substitutional sites is very difficult to measure. 
In the Raman spectrum, a sharp local mode appears at 605 em -l. This peak 
is related to substitutional C only. But substitutional as well as interstitial 
C can activate density of states features in the Raman spectrum of the host, 
so that the intensity of these features relative to the local mode provide 
semiquantitative information on the C distribution in the sample. 

The theoretical treatment of the impurity problem is severely complica­
ted by the lack of translational symmetry. Very sophisticated and ingenious 
methods have been developed to handle the atomic perturbation in a more 
rigorous way than in (3.29) [79], but given the computing power of today's 
personal computers, the simplest (and in principle exact) way to treat the 
problem is to diagonalize (3.5) or (3.6) for a large supercell containing as 
many atoms as possible. The size of these supercells used to be severely limi­
ted by the N 3 dependence of the time needed to diagonalize an N x N matrix, 
but today's home multimedia PCs have the memory and the processing po­
wer necessary to solve a 1000-atom problem in a few minutes. The results 
of such calculations, which will be discussed in more detail in the section on 
alloying, show that the "mass contribution" usually lowers the frequency of 
the main Raman line, contrary to the naive prediction in (3.29) for lighter 
impurity atoms. 

The activation of otherwise silent modes by the impurity perturbation 
might be expected to be significant for the 10 phonon branches in polar semi­
conductors. Since dw/ dq = 0 near the Brillouin zone center, (see Fig. 3.1) no 
major distortion of the allowed Raman peak should be expected. However, 
the intraband matrix elements of the Frohlich electron-phonon interaction 
are responsible for the so-called "forbidden" resonance Raman scattering by 
10 phonons [7,8). As discussed above, the Raman tensor for this process is 
proportional to the magnitude of the phonon wave vector. Since the Frohlich 
interaction is strongest for wave vectors much longer than q = kL - ks [35], 
violations of wave-vector conservation can lead to large Raman cross sec­
tions for the modes activated by the presence of impurities. This argument 
also applies to any other perturbation that breaks the translational symme­
try. The effect of wave vector non-conservation manifests itself as a reduced 
interference between "forbidden" and allowed scattering as well as in an in­
crease in the Raman cross section for the ''forbidden" configuration [85-87). 
In semiconductor superlattices the effect is even more dramatic. Since the op­
tic mode frequencies in these non-cubic systems are angular dependent, wave 
vector non-conservation affects the Raman lineshape very strongly. In fact, 
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the observation of the so-called "interface modes" has been ascribed almost 
entirely to this effect [88,89]. 

Electronic effects. The electronic effects that dominate the shift and broad­
ening of the Raman spectrum in Fig. 3. 7 are very complex and will not 
be discussed here in detail. The reader is referred to several excellent re­
views [3,4,15]. The observed effects depend sensitively on the band structure 
of the host materials and are associated with the fact that the optic pho­
non can induce electronic transitions. The coupling with these transitions 
changes the phonon self-energy and affects its Raman lineshape. One of the 
most spectacular examples is the so-called Fano lineshape, the asymmetry 
in the Raman line that is caused by the interference between the Raman 
phonon and a continuum of intervalence electronic excitations in degenerate 
p-type semiconductors. A rigorous but readable account of this phenomenon 
is given by Wallis and Balkanski [15]. 

One particular situation that is worth discussing in more detail, due to 
its simplicity and its characterization potential, is the coupling of the optic 
modes in polar semiconductors with the carriers' collective modes of oscilla­
tions, called plasmons. For carriers in a single, parabolic, isotropic band, the 
plasmon frequency is given by 

2 4nne2 
w ---­
p- m*E:=' 

(3.30) 

where n is the carrier concentration, c00 the high-frequency dielectric func­
tion, and m* the effective mass of the carriers. The macroscopic electric field 
associated with the plasmons interacts with the optic modes in polar semicon­
ductors. This interaction leads to coupled modes of mixed phonon-plasmon 
character whenever the plasmon frequency approaches the optic phonon fre­
quencies. Substituting typical values for semiconductors, one finds that this 
occurs for concentrations of technological interest in the 1017 - 1019cm-3 

range. The mathematical description of coupled modes is similar to the des­
cription of the phonon-polaritons discussed above in regards to the LO-TO 
splitting at vanishing wave vector. The coupled system's eigenmodes are gi­
ven by the zeros of the dielectric function, which can be written as the sum 
of a phonon and a plasmon part [3]: 

E: W = E: 1 + LO TO _ P [ 
w2 _ w2 w 2 l 

( ) 00 w?0 - w2 - iwF w(w +h) ' (3.31) 

where we have introduced, for completeness, broadening parameters for pho­
nons and plasmons. The resulting modes are shown in Fig. 3.8 for the case 
of GaAs [90]. In the case of homopolar semiconductors there is no plasmon­
phonon coupling, but the pure plasmon mode has been observed [4]. Yet 
another type of purely electronic Raman scattering is the observation of tran­
sitions between donor or acceptor energy levels [3]. 
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Fig. 3.8. Raman frequencies of the coupled plasmon-phonon modes in GaAs. labe­
led L + and L-. The solid lines are calculated from the zeros of (3.31) [90] 

The measurement of coupled or plasmon modes can be used to deter­
mine the carrier concentration, as is quite apparent from Fig. 3.8. It should 
be pointed out, however, that (3.30) may not be accurate enough if very 
precise measurements of concentrations are needed. Fortunately, empirical 
calibrations of plasmon frequencies are available for the most commonly used 
semiconductors [91]. 

3.2.5 Alloying 

Most semiconductors compounds can be easily alloyed, and the spatial dis­
tribution of the intermixing atomic species can be made nearly random. This 
randomness removes the translational symmetry of the crystal, so that Ra­
man spectra from semiconductor alloys might be expected to be similar to 
the Raman spectra from amorphous semiconductors [92], which, as explai­
ned in the introductory chapter, are roughly proportional to the density of 
phonon states. However, alloying is in general a much "gentler" perturbation 
than amorphization, as can be seen from diffraction studies, which clearly 
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indicate the existence of a remaining order and a well-defined average lat­
tice constant. The almost-crystalline structural properties of semiconductor 
alloys are reflected in their Raman spectra, which turn out to be dominated 
by relatively narrow peaks. Figure 3.9 illustrates the SixGel-x case, where 
one can see three strong peaks associated with Ge-Ge, Si-Ge, and Si-Si vi­
brations (93). The compositional dependence of the frequency of the alloy 
Raman peaks, shown in Fig. 3.10 for the case of SixGel-x (94], is of great 
interest as a straightforward way to determine the alloy composition. 

Two qualitatively different types of Raman spectra are observed from al­
loy semiconductors. In the first type one sees peaks that can be associated 
with the vibrations of an average crystal, whereas in the second type (see 
Fig. 3.9 as an example) the peaks observed are related to the vibrations of 
the individual materials that are being alloyed. In binary alloys with common 
anions or cations this is referred to as "one-mode" versus ''two-mode" beha­
vior. For individual alloy systems the compositional behavior can be quite 
complicated, and changes from one-mode to two-mode behavior as a function 
of the composition have been observed (79). In Table 3.6 we summarize the 
experimental compositional dependence of Raman modes for selected semi­
conductor alloys. It is important to point out that an accurate determination 
of compositions presupposes an accurate measurement of phonon frequencies. 
Unfortunately, experimental errors of up to 2 cm-1 are frequent - particu-

Ge-Ge x =0.55 
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Fig. 3.9. Raman spectra from epitaxial 
Sh-,Ge, alloys, showing the three main peaks 
and a few extra peaks indicated by arrows (93) 
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Fig. 3.10. Compositional dependence of the three main Raman peaks in bulk 
Sh-xGe, alloys. Solid line: Si-Si mode. Dashed line: Ge-Ge mode. Dashed-dotted 
line: Si-Ge mode [94) 

larly when array detectors are used - , and this can lead to non-negligible 
compositional errors. In addition, sample heating effects can also shift the 
peak frequencies. A solution to these problems, proposed and implemented 
by Saint-Cricq et al. for the case of AlxGa1-xAs alloys [95], is to measure the 
difference in frequency between two Raman modes in the system. This eli­
minates most of the calibration problems, and in most cases it has the added 
benefit that the difference in Raman peak frequencies is a steeper function of 
composition. A more fundamental problem is that the degree of randomness 
in semiconductor alloys is seldom quantified, although it can be expected to 
affect the phonon frequencies. The seriousness of this effect can be inferred 
from the observation that many semiconductor alloy systems have a tendency 
to spontaneously form partially ordered structures [96]. Examples of the ef­
fect of ordering on the Raman spectrum of alloy semiconductors are the work 
of Tsang et al. [97] for the case of Sh-xGex alloys and of Hassine et al. for 
lnxGal-xP [98]. 

Given today's availability of powerful personal computers, as indicated 
above, the best theoretical approach to the study of phonons in semiconduc­
tor alloys is to perform supercell calculations. However, an accuracy compa­
rable to Fig. 3.1 can only be expected if one can obtain interatomic force 
constants from first principles. This is still prohibitively expensive for large 
supercells, but one can take advantage of the transferability of force cons­
tants among tetrahedral semiconductors to perform calculations of phonons 
in alloy semiconductors with an accuracy comparable to full first-principles 
calculations. This approach has been used by Baroni et al. [99], who find excel­
lent agreement with experiment for AlxGal-xAs. If one makes the additional 
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Table 3.6. Polynomial fits to the compositional dependence of the Raman fre­
quencies in semiconductor alloys (in cm-1). Data correspond to room temperature 
unless otherwise indicated. The functional dependencies are quoted from the ori­
ginal references, when given, or obtained from our own fits to published figures or 
tables. In the latter case we include the absolute value (in em - 1) of the largest de­
viation between the fit and the data (number in parenthesis). Note that in several 
cases the authors quoted have themselves collected data from different sources, so 
that the original reference may not appear in our list 

Si-Si 

521.2 - 67.91x 

AlAs-like (LO) 

361.7 + 55.62x 

-15.45x2 

AlSb-like (LO) 

312.2 + 8.3x 

-2.1x2 

AlAs-like (LO) 

332.7 + 64.3x 

+7.10x2 

InAs-like (LO) 

242.19 - 30.67x 

+28.18x2 {1.8) 

InSb-like (LO) 

(x > 0.3) 

197.46 - 43.01x 

+38.56x2 (1.4) 

Sh-xGe,a,b 

Si-Ge (x < 0.5) 

400.0 + 22.07x- 36.14x2 

+83. 73x3 - 88.54x4 

AlAs-like (TO) GaAs-like (LO) 

361.07- 9.78x 292.1 - 39.96x 

+9.81x2 (0.8) 

Al,Ga1-xShd 

AlSb-like (TO) GaSh-like (LO) 

312.4 + 32.0x 234.9 - 22.2x 

-5.1x2 -6.9x2 

Al,ln1-xAse 

AlAs-like (TO) InAs-like (LO) 

334.2 + 41.37x 238.6 + 20.38x 

-14.62x2 -46.02x2 

In,Ga1-xAsf 

InAs-like (TO) GaAs-like (LO) 

240.98 - 34.01x 291.6 - 28.51x 

+11.73x2 (1.0) -19.53x2 {1.0) 

lnxGal-xShg 

InSb-like (TO) GaSh-like (LO) 

(x > 0.3) 

195.81 - 39. 75x 237- 22.12x 

+23.94x2 {1.3) -14.27x2 (1.1) 

lnxGal-xph {85 K) 

Ge-Ge 

280.8 + 19.37x 

GaAs-like (TO) 

267.7 + 1.29x 

-17.64x2 (0.9) 

GaSh-like (TO) 

225.1 - 11.5x 

-8.6x2 

InAs-like (TO) 

217.3 + 27.85x 

-28.27x2 

GaAs-like (TO) 

268.6 - 25.68x 

-2.82x2 {1.5) 

GaSh-like (TO) 

227- 20.68x 

-9.08x2 {1.9) 

LO (x < 0.17) 

387.8- 64.37x + 116.2x2 (0.5) 

TO (x < 0.17) 

367.3- 63.02x- 49.83x2 (0.7) 
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Table 3.6. (Continued} 

LO 

342.97 + 58. 70x + 2.83x2 (3.0) 

GaAs-like (TO) (x > 0.5) 

276.40- 12.50x + 4.10x2 (0.2) 

GaAs-like (LO) 

234.1 + 84.05x 

-26.55x2 (3.8) 

GaAs-like (TO) 

238.6 + 33.53x 

-3.96x2 (2.4) 

TO 

321.91 + 46.19x- 6.00x2 (3.4) 

GaP-like (LO) 

(x<0.17,85K) 

GaP-like (TO) 

(x<0.17,85K) 

405.2 + 9.99x 367 + 27.87x 

-224.5x2 (0.3) -306.3x2 (0.3) 

GaP-like (TO) 

367- 43.74x + 16.71x2 (3.6) 

GaSb-like (LO) 

(x < 0.25) 

236.1- 42.98x 

+46. 71x2 (0.4) 

GaSb-like (TO) 

(x < 0.25) 

226.0 + 18.10x 

-29.86x2 (1.0) 

GaSb-like (LO and TO, x > 0.25) 

227.1 - l.OOx + 18.41x2 (3.5) 

InAs,Pl-x1( 77K) 

InP-like (LO) 

344- 14.49x 

-25.13x2 (6.0) 

HgTe-like (LO) 

127.38 + 15.68x 

-5.66x2 (0.8) 

CdTe-like 

(LO, X< 0.5) 

167- 39.41x 

+41.69x2 (1.4) 

InP-like (TO) 

305.5 + 5.82x 

-0.44x2 (5.2) 

lnAs-like (LO) 

218.32 + 59.93x 

-37.24x2 ( 4.2) 

Hg,Cdl-xTem 

HgTe-like (TO) CdTe-like (LO) 

129.75- 13.74x 166.9- ll.lOx 

+1.69x2 (0.3) -4.13x2 (1.1) 

Zn,Cd1-x Ten (20-80 K) 

CdTe-like ZnTe-like 

(TO, X< 0.5) (LO) 

147.3 + 18.1lx 173.10 + 56.90x 

-5.01x2 (1.1) -20.00x2 (0.8) 

InAs-like (TO) 

228.70 - 17.65x 

+8.85x2 (1.0) 

CdTe-like (TO) 

138.8 + 10.42x 

+3.20x2 (0.8) 

ZnTe-like 

(TO) 

172.95 + 16.28x 

-7.23x2 (0.9) 



3 Characterization of Bulk Semiconductors Using Raman Spectroscopy 95 

Table 3.6. (Continued) 

ZnS,$el-x0 (12K) 

ZnS-like ZnS-like ZnSe-like ZnSe-like 

(LO) (TO) (LO, X< 0.5) (TO, X< 0.5) 

301.0 + 73.90x 289.02 + 40.llx 255.3 - 31.51x 210.6 + 2.71x 

-23.46x2 (2.9) -52.13x2 (0.9) +6.89x2 ( 0. 9) +8.63x2 (2.4) 

a H.K. Shin, D.J. Lockwood, J.-M. Baribeau: Solid State Commun. 114, 505 
(2000) 
b J.C. Tsang, P.M. Mooney, F. Dacol, J.O. Chu: J. Appl. Phys. 75, 8098 (1994) 
c Z.C. Feng, S. Perkowitz: Phys. Rev. B 47, 13 466 (1993) 
d G. Lucovsky, K.Y. Cheng, G.L. Pearson: Phys. Rev. B 12, 4135 (1975) 
e L. Pavesi, R. Houdre, P. Giannozzi: J. Appl. Phys. 78, 470 (1995) 
r J. Groenen, R. Carles, G. Landa, C. Guerret-Piecourt, C. Fontaine, M. Gendry: 
Phys. Rev. B 58, 10 452 (1998) 
g M.H. Brodsky, G. Lucovsky, M.F. Chen, T.S. Plaskett: Phys. Rev. B 2, 3303 
(1970) 
h P. Galtier, J. Chevalier, M. Zigone, G. Martinez: Phys. Rev. B 30, 726 (1984) 
i H.C. Lin, J. Ou, C.H. Hsu, W.K. Chen, M.C. Lee: Solid State Commun. 107, 
547 (1998) 
i Y.S. Chen, W. Shockley, G.L. Pearson: Phys. Rev. 151, 648 (1966) 
k T.C. McGlinn, T.N. Krabach, M.V. Klein, G. Bajor, J.E. Greene, B. Kramer, 
S.A. Barnett, A. Lastras, S. Gorbatkin: Phys. Rev. B 33, 8396 (1986) 
1 R. Carles, N. Saint-Cricq, J.B. Renucci, R.J. Nicholas: J. Phys. C: Solid State 
Phys. 13, 899 (1980) 
m D.N. Talwar, M. Vandevyver: J. Appl. Phys. 56, 1601 (1984) 
n S. Perkowitz, L.S. Kim, Z.C. Feng, P. Becla: Phys. Rev. B 42, 1455 (1990) 
0 D.J. Olego, K. Shahzad, D.A. Cammack, H. Cornelissen: Phys. Rev. B 38, 5554 
(1988) 

assumption that the effective charges of the Al and Ga cations are the same 
(which is a very good approximation), then the potential term ..1~ in (3.5) 
or (3.6) becomes zero and the AlxGa1-xAs alloy vibrational problem reduces 
to a mass perturbation problem, formally identical to the problem of trea­
ting different isotopes in an otherwise perfect crystal. The advantages of 
using (3.6) become now apparent: not only does this formulation of the pro­
blem conveniently single out the only significant component of the alloy per­
turbation, which is the mass disorder, but it is also numerically advantageous, 
since the long-range Coulomb interaction (which is difficult to treat in a disor­
dered system) is fully included in the "unperturbed" problem. For a Raman 
calculation the relevant "unperturbed" phonons are the q = 0 phonons in the 
Brillouin zone of allarge supercell of pure GaAs (or pure AlAs). Of course, 
these phonons are easily obtained by folding the dispersion relations for pure 
GaAs (or pure AlAs) calculated for the true unit cell of these compounds. 
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A fast algorithm to perform this folding for arbitrary geometries has been 
developed by Kanellis [100). 

The transferability of force constants works best for lattice-matched sys­
tems such as GaAs-AlAs. When two semiconductors with significantly differ­
ent lattice constant form an alloy, a phonon calculation based on the transfer­
ability concept will not be as accurate as similar calculations for AlxGal-xAs 
alloys. On the other hand, since most of these systems follow Vegard's law (li­
near interpolation of lattice constants) quite closely, one could use the lattice 
constant dependence of the force constants [ 31] to determine by interpolation 
the appropriate values for a fictitious material with the lattice constant of 
the alloy. This approach, however, would miss an important aspect of the 
physics of semiconductor alloys. Even though the average lattice constant of 
the alloy usually follows Vegard's Law, the individual bond lengths (which 
are much more important from the point of view of determining phonon fre­
quencies) have a tendency to remain closer to their lengths in the parent 
compounds. The treatment of these local distortions from an ab initio pers­
pective is difficult, but it has been carried out with considerable success by 
de Gironcoli and coworkers [101]. More recently, Riicker et al. have used an 
extended Keating valence force field model fit to first-principles calculations, 
and they are able to reproduce, with remarkable accuracy, the Raman spec­
trum of Sh-x-yGexCy alloys [102]. 

The relative simplicity of the Ranlan spectrum of semiconductor alloys has 
stimulated the quest for simple models that might account for the compositio­
nal dependence of the main peaks [14,16,79]. Even though these dependencies 
can be accurately reproduced using some of the computational approaches 
discussed above, there is always a need for simple, semi-quantitative argu­
ments that capture the main physics of the problem. We believe that such 
a model can be easily built if we write the shift as the sum of a "mass per­
turbation" and "bond perturbation" term: 

(3.32) 

This is a generalization of (3.29) . The "mass perturbation" term has been 
referred to in the literature as "mass disorder" term (84,102,103], and also, 
borrowing concepts from superlattice physics (104], as the "confinement" con­
tribution (105]. Indeed, both phonon confinement in superlattices and the 
mass perturbation in alloys tend to lower the vibrational frequency, and the 
physics behind this frequency lowering is the same in both cases. Let us consi­
der, for example the case of AlxGal-xAs alloys. For GaAs-like LO vibrations, 
the Al-atoms remain essentially at rest, so that the corresponding phonon ei­
genvector has zero amplitude at the sites occupied by Al-atoms. If one inserts 
such eigenvector in (3.5) (with ,d!Jj = 0) and uses its expansion in terms of 
pure GaAs eigenvectors (3.8), one finds that the frequencies of the GaAs-like 
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optic modes are approximately given by 

"3nN I 12 2 2 uf'=l Cff' Woj' 
wf = 3nN 2 LJ'=l icJri 

(3.33) 

In other words, the GaAs-like mode frequencies are weighted averages of the 
pure GaAs mode frequencies. Since the Raman-active LO mode in GaAs (and 
in all other semiconductors with the possible exception of AlSb and diamond) 
is the highest-frequency phonon in the material, the GaAs-like modes in the 
alloys will necessarily have a lower frequency. If the coefficients Cff' are not 
too different from mode to mode, the alloy modes should approach the fre­
quency of critical points in the phonon density of states of the unperturbed 
material. In the case of a superlattice, the mass perturbation is periodic, and 
the coefficients in (3.33) vanish except for the bulk GaAs modes that have 
the same wave vector when expressed in terms of the superlattice Brillouin 
zone. If one also takes advantage of the result that the frequency of phonons 
confined in a layer is insensitive to the thickness of the other material's layers, 
it is possible to find an equivalent problem in which the coefficient CJ f' is dif­
ferent from zero only for a single bulk frequency wof'· Thus the superlattice 
frequency equals WOJ'· This property has been used to map phonon dispersion 
relations from measurements in superlattices [106]. 

We have used in the past the expression "microscopic strain" to refer to 
the second term in (3.32), but here we prefer to call it "bond perturbation" 
to avoid any confusion with the strain shifts given by (3.28), which would 
further modify the alloy mode frequencies if the system is grown epitaxially 
on a mismatched substrate. The bond perturbation term becomes important 
when two semiconductors with very different lattice constants are alloyed. 
This term can be represented by an expression similar to the second term 
in (3.29) [84,107), if one accounts correctly for the change in length of the 
relevant bond. This is done by writing LlR/R = (1-a**)(Llaja), where a** is 
the so-called topological rigidity parameter [108,109). The topological rigidity 
parameter measures the bond's tendency to conserve its length as a function 
of composition. For a** = 1, the bond is perfectly rigid. For a** = 0, the 
bonds follow the change in average lattice constant. 

As explained in [105), the combination of the mass and bond perturba­
tions explain all qualitative details of the compositional dependence of Raman 
modes in SiGe alloys, shown in Fig. 3.10. The mass perturbation lowers the 
frequency of the Ge-Ge mode as a function of the Si-concentration and also 
the frequency of the Si-Si mode as a function of the Ge-concentration. But the 
bond perturbation is equivalent to a compressive strain for the Ge-Ge bond 
and a tensile strain for the Si-Si bond. Thus the bond perturbation raises the 
frequency of the Ge-Ge mode and lowers the frequency of the Si-Si mode. In 
other words, the mass and bond contributions are additive for the Si-Si modes 
but tend to cancel each other for the Ge-Ge modes. This explains the much 
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weaker compositional dependence of the Ge-Ge modes relative to the Si-Si 
modes. The remaining peak corresponds to Si-Ge vibrations. It has maxi­
mum frequency for a composition of 50%, for which the mass perturbation 
is smallest because the system is closest to a hypothetical SiGe zincblende 
compound, The noticeable asymmetry of the Si-Ge curve in Fig. 3.10 can be 
easily explained in terms of a reversal of the sign of the bond perturbation 
at x = 0.5 [105]. 

The model just described has been extended to polar alloy semiconductors 
by Groenen et al. [103]. Equation (3.32) is assumed to be valid for TO-like 
vibrations, and the LO mode frequencies can be obtained from the zeros of 
an average dielectric function. Groenen et al. have also calculated Raman 
intensities and explained a number of mysteries in the Raman spectra of 
lnxGa1-xAs alloys. Hence it appears that it is indeed possible to develop 
a simple theory of alloy semiconductors that correctly accounts for the main 
features of the compositional dependence of the Raman peaks and even their 
experimental intensities. 

Superlattices as a special case of alloying. The formalism described 
above to treat semiconductor alloys can be applied to the study of the vi­
brational properties of semiconductor superlattices, and in particular to the 
investigation of disorder at heterostructure interfaces, a topic that is also 
discussed in the chapter by D. Gammon. Fig. 3.11 shows calculated and 
experimental Raman spectra from a (GaAs)6(AlAs)6 superlattice in the fre­
quency range of the AlAs-like optical modes. The superlattice phonons where 
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Fig. 3.11. Experimental Raman spectrum for AlAs-like modes in a (GaAs)6 (AlAs)6 

super lattice grown by molecular beam epitaxy at 450 °C (bottom panel). For a per­
fect superlattice one should see at narrow peak at 403 em -l. The top panel shows 
the prediction from a model that assumes alloying limited to the layers closest to 
the GaAs-AlAs interfaces. The middle panel shows the predicted Raman spectrum 
assuming that the main source of disorder is the tendency of Al to segregate to the 
surface during the growth of the super lattice [110) 
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obtained from (3.6) (with ..14» = 0) and the Raman spectra were calculated 
using (3.22). In the top spectrum in Fig. 3.11, the atoms close to the in­
terfaces were randomly intermixed, whereas the atomic distribution for the 
middle spectrum was obtained from a model that assumes a tendency for Al 
to segregate to the growth surface [110]. Clearly, the Raman analysis provides 
strong support for the surface segregation hypothesis. 

3.3 Conclusion 

In this chapter we have sketched the applications of Raman scattering to 
the characterization of semiconductors. The emphasis has been on providing 
the most useful formulas and data for the analysis of Raman spectra, and 
on explaining the ideas underlying the applications of the technique and the 
possible pitfalls that the experimentalist must be aware off. Our coverage of 
the many applications of this technique has been necessarily short and quite 
arbitrary in our selection of examples, and the reader is encouraged to consult 
the recommended references for a more in-depth coverage. 

Semiconductor physics is a mature field, and one could even claim that 
some of the problems that have intrigued physicists for decades, such as the 
vibrational properties, are on the verge of being definitively "solved". This, 
however, does not mean that Raman spectroscopy will fade in importance. 
Quite the contrary, the ability to predict Raman frequencies and intensities 
with excellent reliability eliminates the model-related ambiguities that have 
limited the applicability of the technique as a structural characterization 
tool. We hope that by providing a bird's eye view of these new capabilities, 
this article will stimulate the use of Raman spectroscopy for semiconductor 
characterization. 

I would like to acknowledge the patience of the editors and the invaluable 
insight provided by Manuel Cardona and John B. Page. 
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II Finding the Stress from the Raman Shifts: 
A Case Study 

Ingrid de Wolf 

Mechanical stress cannot be avoided during the processing of semiconductor 
devices. The growth of isolation oxides, the implantation of dopants, the depo­
sition and growth of different films, and the fabrication and filling of trenches 
generate local mechanical stresses. The magnitude of these stresses depends 
on the geometry of the films, on their chemical properties and thermal ex­
pansion coefficient, on the deposition temperature, etc. Because stress may 
generate defects or indirectly affect device performance, considerable effort is 
spent in the microelectronics industry to find its magnitude and distribution 
in the device, to determine which processing steps are mainly responsible 
for its generation, and under what conditions the stress becomes critical. 
Most of these studies use finite element simulations of the stress generation 
during processing. Unfortunately, simulations may give a distorted image of 
the real situation if they are not properly validated. Raman spectroscopy 
is one of the few techniques that can be used for this validation. However, 
as explained in Sect 3.3 of Chap. 3, the complete spectroscopic information 
needed to compute an arbitrary stress is almost never available. A typical spe­
cimen to be analyzed is a Si-based device fabricated on a (001)-oriented Si 
crystal. In the backscattering configuration used for Raman microscopy one 
observes a single Si Raman peak, which is not sufficient to characterize the 
stress tensor. Broadening of the peak is sometimes observed, but this broad­
ening is hard to interpret because it can be due to stress-induced splitting 
of peaks, as well as to large stress variations within the illuminated volume. 
This means that it is in general impossible to obtain quantitative or even 
qualitative information on the different strain tensor components from Ra­
man data without assumptions or simulations. Therefore, since Raman data 
are needed to validate the stress simulations and the stress simulations are 
needed to interpret the Raman spectra, the goal of the industrial physicist is 
to achieve self-consistency between simulations and measurements. 

The simplest assumption usually made is uniaxial (a) or biaxial stress 
(a= axx + ayy)· In this case there is a linear relation between the stress and 
Raman frequency shift Llw and one obtains from (28) of Chap. 2 and the 
known elastic constants in Si a(MPa) = -434Llw (cm- 1 ), for backscattering 
from a [001] surface with a the in-plane stress [1). Tensile stress (a > 0) will 
result in a negative frequency shift, compressive stress (a < 0) in a positive 
shift. However, the experimental situations are typically far more complica­
ted. As a first case study, we look at mechanical stress induced by silicide 
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lines in a Si substrate [2]. The stress induced by such a line in the substrate 
is not uniaxial or biaxial. At the edges of the line, shear stresses will also be 
present. 

Figure II.1 shows the stress-induced Raman frequency shift measured on 
a Si wafer with 16 nm thick CoSi2 lines. The lines are thin enough so that 
a Raman signal from underneath them can be obtained. The data clearly 
indicate tensile stress in the Si next to the lines (Llw < 0), and compressive 
stress underneath (Llw > 0). This is expected, because the silicide itself is 
under tensile stress. Notice also that when the lines are located closer to each 
other, the tensile stress between them increases. 

The magnitude of the stress that produces the Raman shifts in Fig. 11.1 
can be determined from modeling. One can use finite element modeling to 
calculate the stress or strain induced by such lines in the substrate at each 
(x, z) position in the sampled volume. Next one solves (27) of Chap. 3 for all 
(x, z) to obtain the stress induced frequency shift and the Raman intensity 
of the three Si phonons. The last step is to integrate this locally produced 
signal over the probing volume of the focused laser beam. These calculations 
result in a 'model predicted Raman peak' as a function of the position, which 
can be compared with the experiment [3,4] . 

The full lines in Fig. II.l result from fitting a simple analytical stress 
model to the Raman data, following the above procedure. The model was 
first fit to the two lines on the left side of the figure, with large spacing. 
A good fit was obtained, with some deviation from the data underneath the 
lines. Next, the same model parameters were used to see whether the stress 
model was still valid for lines with smaller spacing (right side) . It turns out 
that this simple model does fit the Raman data rather well. The deviation 
under the lines is due to the fact that the analytical model assumed uniform 
stress in the lines, which is not entirely correct. 
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Fig. 11.1. Raman spectroscopy experiment on 16-nm thick, 3-fJ.m wide silicide lines 
(CoSi2 ) with large spacing (left) and spacing equal to width (right) on Si. Laser 
light: 457.9 nm, lOOx objective. The full lines show the result of a fit of an analytical 
stress model to the data 
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Fig. 11.2. Raman shift Llw measured during a 2D point-by-point scan across the 
edge of a shallow trench isolated Si line (width=5 ~m) 

Unfortunately, because it involves many calculations, modeling is very 
time consuming. Valuable information on stress can already be obtained by 
simple inspection of the Raman frequency shift. Figure 11.2 illustrates the 
unique capability of Raman spectroscopy for the study of local stresses in Si 
devices [5]. It shows the result of a 2D measurement of stress in a 5 f.lm wide 
Si stripe surrounded by oxide. The distance between two measurement points 
was 0.2 f.lm along the width direction of the line and 1 f.lm along the length. 
A compressive stress (Llw > 0) is measured in the stripe, which is larger at 
the sides and decreases towards the center. At the corners it is clearly larger. 
This result is explained by the fact that the oxide, which surrounds the stripe, 
produces compressive stress on the Si as indicated by the arrows. 
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III Brillouin Scattering from Semiconductors 

M. Grimsditch 

Brillouin scattering, like Raman scattering, is the inelastic scattering of light 
by phonons. The difference between them is that Raman typically refers to 
optic phonons while Brillouin is reserved for interaction with acoustic modes. 
Because the frequency shifts produced by acoustic phonons are considera­
bly smaller than for optic phonons, Brillouin scattering relies on the high 
resolution of a Fabry-Perot interferometer instead of a grating spectrom­
eter typically used in Raman experiments. Until the early seventies Brillouin 
scattering was essentially a curiosity in solid-state physics, since it could 
only be performed on the highest quality, transparent materials. Two innov­
ations, multipassing and tandem operation, introduced by Sandercock [1) in 
the early seventies transformed Fabry-Perot interferometry into its current 
state as a powerful tool in condensed matter physics. 

Brillouin experiments typically give information on sound velocities, which 
can be analyzed to yield the elastic constants of the material; in this sense 
the technique provides the same information as that obtained from ultra­
sonic methods. The most significant advantages of Brillouin scattering over 
ultrasonic techniques are that it requires only very small samples and that 
it is non-contacting; its major disadvantage is the difficulty of dealing with 
opaque samples. 

Brillouin scattering has contributed greatly to our understanding of wide­
gap semiconducting materials, which are transparent to visible radiation. The 
elastic constants of materials that can only be grown as small crystals, not­
ably the nitrides (BN, AlN, GaN, SiC and f3-Si3 N4 , diamond, isotopically con­
trolled diamond) have been determined using this technique. More recently, 
infrared Brillouin measurements have also become feasible [3), thereby mak­
ing it possible to investigate many of the more conventional semiconductors; 
i.e., AlGaAs, GalnP2 , etc. 

The interferometric technique, often identified as the Brillouin technique, 
has also recently been used to investigate, with very high resolution, low-lying 
Raman lines [4]. Figure 111.1 shows the Raman active transition between 
the two lowest electronic ground states of boron impurities in diamond at 
0 and 4 Tesla. The field dependence of the Raman lines has allowed both 
the degeneracy and the g-factors of the two lowest levels to be determined. 
Also observed in Fig. Il1.1b, as indicated with an asterisk, are two transitions 
between the Zeeman split levels of one of the ground states. These two Raman 
lines have frequencies below the Brillouin longitudinal acoustic (LA) and 
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Fig. 111.1. Spectra of electronic states of boron impurities in diamond at 6 K. 
LA and TA correspond to longitudinal and transverse sound waves, respectively 
(Brillouin peaks). The peaks near 16 em -l are transitions between two distinct 
electronic levels. Those identified with an asterisk are intra-level transitions between 
Zeeman sublevels 

transverse acoustic (TA) peaks. These peaks correspond to the absorption 
conventionally observed in EPR experiments. 
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4 Raman Scattering 
in Semiconductor Heterostructures 

Daniel Gammon 

Abstract. Applications of Raman scattering in the characterization and 
study of semiconductor heterostructures are reviewed with the focus on GaAs/ 
AlAs quantum well structures. Vibrational and electronic Raman scattering 
are included. The use of resonant Raman scattering to gain sensitivity and 
selectivity is emphasized. 

Semiconductor heterostructures such as GaAs/ AlAs quantum wells, wires, 
and dots have attracted enormous interest starting in the early 1970s with the 
development of molecular beam epitaxy (MBE) [1-5]. Because these struc­
tures are made with one or more dimensions reduced to the size of microme­
ters or even nanometers they are often called semiconductor microstructures 
or nanostructures. The remarkable quality and control of structure in MBE­
grown semiconductor heterostructures is made possible by the growth of one 
monolayer at a time and the capability to change from one semiconductor to 
another by simply closing and opening shutters in front of the source ovens [6]. 
This technology has created a vast array of new, artificial materials with en­
gineerable properties and the opportunity to systematically explore physics 
in lower dimensions. Research in this material system has been driven in 
large part by the potential for producing useful devices such as light emitting 
diodes, lasers and high frequency transistors. However, the new and control­
lable properties obtained in these artificial semiconducting materials have led 
to a great deal of basic physics research in reduced dimensionality that has 
accompanied focused efforts to improve device capabilities. 

Raman scattering spectroscopy is exceptionally useful in the study of the 
electronic and vibrational properties of heterostructures. Raman scattering is 
used to measure a large variety of low energy excitations of the semiconductor 
nanostructures, including confined and interface phonons, various elementary 
excitations of confined electron gases and liquids, and transitions of shallow 
impurities. Not surprisingly, Raman scattering has played leading roles in 
understanding the vibrational properties of quantum wells and the collective 
excitations of electron gases. Conversely, sufficient understanding of the ele­
mentary excitations has provided the opportunity to gain new information 
about the structure itself. For example, phonon scattering provides a probe 
of interface roughness while plasmon energies can characterize the density 
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of charge carriers. These measurements can be made with high spatial and 
spectral resolution and selectivity. 

Raman scattering is just one of many techniques used to study the elec­
tronic properties of nanostructures. Photoluminescence (PL), absorption and 
reflection techniques are often used to study electronic properties while far 
infrared absorption and various transport techniques often are also used to 
measure doped structures. The vast majority of phonon studies have used 
Raman scattering. 

Although relatively weak when compared to photoluminescence, the Ra­
man signal is enhanced greatly by resonance techniques. Many semiconductor 
nanostructures have strong optical resonances that can be used to increase 
the Raman signal enormously. By measuring the Raman intensity as a func­
tion of the laser frequency, excitonic properties and their interactions with 
vibrational or electronic elementary excitations are probed. Moreover, by res­
onating with specific confined electronic resonances of the nanostructure of 
interest, the Raman spectrum of a very small part of the sample is strongly 
enhanced over the background, thereby obtaining great selectivity. The high 
sensitivity and selectivity of resonant Raman scattering makes possible the 
measurement of the spectrum of electronic excitations or phonons in a single 
10 nm layer or even in a single quantum dot. The scattering intensity, line­
shape, and polarization dependence of the spectral lines often strongly de­
pend on the resonance conditions. The excitons themselves are considerably 
modified by the nanostructure. Much of the recent progress has gone hand 
in hand with better understanding of the intermediate excitonic states in­
volved in the resonance process. Raman spectroscopy is both complicated 
and enriched under strong resonance conditions. 

The purpose of this chapter is to provide a short guide to Raman scat­
tering in semiconductor heterostructures. A number of extensive reviews have 
been written in the last twenty years on specific aspects of Raman scat­
tering in semiconductor heterostructures [7-12]. In this chapter there is no 
attempt to cover the literature comprehensively. In fact, only a handful of 
representative studies are considered. The goal is to introduce the capabi­
lities of the technique to those new to the field. The discussion focuses on 
GaAs/ AlxGa1_xAs quantum wells, thin flat layers of GaAs sandwiched bet­
ween two layers of AlxGal-xAs. Because AlxGal-xAs has a larger band gap 
than GaAs, the electrons and holes are confined in only one dimension and 
free in the other two, so that the electrons and holes behave in many ways 
as if they are two dimensional (2D). The discussion is extended at times to 
superlattices and OD quantum dots. 

In Sect. 4.1 a simple introduction to the physics of confined electrons and 
holes in semiconductor heterostructures is presented. This discussion is ne­
cessary in order to understand the resonance behavior of Raman scattering 
and also electronic scattering. Resonant Raman scattering and scattering 
geometry will be the focus of Sect. 4.2 and Sect. 4.3. In Sect. 4.4, phonon 
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scattering is introduced and illustrated. Here, the effects of interface rough­
ness will be emphasized. Electronic Raman scattering by impurities and the 
quasi-2D electron gas is discussed in Sect. 4.5. 

4.1 Electrons in Semiconductor Heterostructures 

With molecular beam epitaxy (MBE) or alternatively, organo-metallic chem­
ical vapor epitaxy (OMCVD), a semiconductor crystal is grown one atomic 
layer at a time with low defect and impurity concentrations [6]. The chemical 
composition can be abruptly switched from one layer to the next to form 
heterojunctions. Layered crystals can be grown with layers ranging from less 
than a single monolayer to micrometers in thickness. 

The most widely studied heterostructure is the GaAs/ AlxGa1-xAs quan­
tum well system (Fig. 4.1). When GaAs is sandwiched between AlxGal-xAs 
layers the electrons and holes are both confined to the GaAs. Within the en­
velope approximation the electron wavefunctions are described as the product 
of a Bloch function, u(r), and an envelope function, Pn(r) [1-5]: 

(4.1) 

The quasi-2D envelope function consists of a localized quantum well func­
tion in the z-direction and a plane wave in the lateral direction (denoted as 
the g.-direction). For an infinitely-deep quantum well the envelope function 
must go to zero at the interfaces and ct?n(z)is a cosine or sine function. In the 
lateral directions the crystal remains periodic, wavevector remains a good 
quantum number, and the electron has energy dispersion described by an ef­
fective mass (Fig. 4.2). The bulk conduction band thus breaks up into a series 
of sub bands. The conduction sub band energies in an infinitely-deep quantum 
well are given by 

E (k ) = !!:____ ((n + 1)11")2 k2) 
en e 2me d + e ' (4.2) 

where d is the well width, n = 0, 1..., denoting the subband, and ke is the 
wavevector in the plane of the quantum well. 

For holes in the valence band the band structure is more complicated. In 
bulk GaAs the valence bands consist of heavy and light-hole bands that are 
degenerate at k = 0, and a split-off band that is shifted to higher energies by 
approximately 0.38 meV. The band gap between the lowest energy valence and 
conduction bands is called the Eo gap while that associated with the split-off 
valence band is called the Eo+ .10 gap. In a quantum well, confinement leads 
to subband structure just as for the conduction bands (Fig. 4.2). However, 
the degeneracy at ke = 0 is lifted because of the different masses of the 
bands. In addition, there is considerable band mixing between the heavy 
and light subbands, and strong nonparabolicity. Optical transitions between 
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Fig. 4.1. Schematic diagrams of a GaAs/ AlxGal-xAs quantum well structure and 
its corresponding quantum well potential diagram. Confinement along the z-axis 
leads to splitting of the bands into subbands with minima at Ecn and Evn 

valence and conduction subbands are often called interband transitions. In 
GaAs/ AlGaAs quantum wells and many other systems the subband structure 
has been extensively studied by optical techniques such as photoluminescence 
(PL) and absorption techniques [1,2]. 

A multiple quantum well structure is grown by repeating the quantum 
well period. If the barrier layers are sufficiently thin, the electrons will coher­
ently tunnel between quantum wells. In this case the electronic states form 
minibands in the growth direction (along the kz axis) and the electronic 
properties are described in terms of a superlattice model. In any case, the 
confinement energies and other properties are often described well in terms 
of a quantum well potential using the envelope function approach. It is worth 
noting that even if the quantum well structure does not form a superlattice 
structure as far as electronic states are concerned, it may still respond as a su­
per lattice for acoustic phonons or for any collective excitations that involve 
the long-range electric field. The terms, multiple quantum well and super-
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Fig. 4.2. Schematic diagram of the energy dispersion curves of the electron and 
valence subbands in a quantum well. The wavevector (kx) is in the plane of the 
quantum well 

lattice, are sometimes used interchangeably. Many other heterostructures are 
possible and have been studied in detail [1,2]. 

Additional confinement in the lateral dimensions in a quantum well leads 
to quantum wires and dots. For example, a 2D quantum well structure can 
be patterned and etched into 1D quantum wires or OD quantum dots. In 
addition, it is possible to go the other way and build semiconductor quantum 
dots directly using colloidal chemistry [13]. This type of quantum dot is often 
called a nanocrystal. A great deal of research on nanocrystals has gone on 
in parallel with the study of MBE-based quantum wells, wires and dots. 
Although quantum wires again have subbands in their electronic structure, 
quantum dots have discrete electronic energy states as do atoms. 

Quantum well samples can be doped during growth with shallow donors 
and/ or acceptors with great control in position and density. One especially 
important type of structure is the modulation-doped quantum well in which 
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Fig. 4.3. Schematic diagram of the quantum well potential energy diagram with 
shallow donors modulation-doped into one of the barriers and the corresponding 
energies as a function of the wavevector in the plane of the quantum well. Electrons 
transfer from the donors into the quantum well up to the Fermi energy (EF) 

the impurities are put in the barriers only so that the electrons or holes leave 
the impurity and "fall" into the quantum well (Fig. 4.3). In this way a 2D 
electron or hole gas is formed separately from the ionized impurities (even at 
low temperatures and low concentration) resulting in very high electron mo­
bility. Excitations of the 2D-electron gas have been extensively probed with 
many techniques, including Raman scattering. Transitions within or between 
conduction subbands are called intrasubband and intersubband transitions, 
respectively. 

4.2 Resonant Raman Scattering 

Semiconductor nanostructures often have very small volumes and are on top 
of much thicker buffer layers and substrates. Nevertheless, researchers have 
been able to study single quantum wells only a few monolayers thick. In many 
cases the sensitivity and multichannel capability of the charge-coupled device 
detector helps considerably (14]. But much of the Raman research on nano­
structures has relied on resonant enhancements. By tuning the laser into near 
resonance with an optical band gap associated with the structure of interest, 
it is possible to enhance the Raman signal by many orders of magnitude. This 
is often necessary when working with single layers to obtain sufficient signal 
on top of a broad PL background, or to induce the Raman signal from one 
structure to dominate the Raman or PL signals from other layers. The selec­
tivity obtained under resonance conditions allows the researcher to measure 
the response from a small subset of the entire collection of nanostructures 
that coexist in a sample. For example, in quantum dot samples, which in all 
cases have large random fluctuations in size and correspondingly large in­
homogeneous broadening of their spectral lines, one can selectively measure 
only those dots that are within the bandwidth of the laser. Using excitonic 
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resonances it is possible to measure the Raman spectrum of a single quantum 
well [15,16) or even a single quantum dot [17). 

Raman scattering by phonons occurs through a three-step process involv­
ing the creation of an electron-hole pair (or exciton) via the electron-photon 
interaction, the scattering of the exciton through the creation or destruction 
of a phonon, and the reemission of the photon [18). Higher order processes 
can also be important if elastic scattering is allowed in the intermediate state 
because of disorder [19,20). The three-step resonant Raman scattering pro­
bability involves resonant denominators: 

(4.3) 

where Ea. and Ef3 are the energies of the intermediate excitons and Fa and rf3 
are their homogeneous linewidths. Hex-l and Hex-ph are interaction Hamil­
tonian terms between exciton and light, and exciton and phonon, respectively. 
EL and Es = EL ± Eph correspond to the frequencies of the exciting and 
scattered light, respectively. The intermediate excitons (a and fJ) are asso­
ciated with either the same subband or different subbands. Energy does not 
have to be conserved in the intermediate transitions, but wavevector does. 
Even wavevector conservation will break down if the intermediate exciton 
states are localized. 

The resonant denominators in ( 4.3) lead to strong enhancements when 
either the frequency of the exciting or scattered light resonates with that of 
an exciton (see Fig. 4.4). These resonances are known as incoming and out­
going resonances, respectively. Experimentally, outgoing resonances are often 
much stronger. This result can be understood from breakdown in wavevector 
conservation induced by interface disorder [19,20). However, the contribution 
of other exciton states associated with higher subbands can also contribute 
to the asymmetry, and can also lead to the opposite case where the ingoing 
resonance is stronger [21). In samples with subband splittings equal to an 
optical phonon energy, ( 4.3) leads to double resonance [22,23). 

The resonant Raman profile (Fig. 4.4) is obtained by measuring the in­
tensity of a specific phonon as a function of the photon energy (either the 
exciting or scattered photon). In this way the excitonic states and their inter­
actions with the phonons, or alternately, the excitations of the electron gas 
are probed. In semiconductor nanostructures the excitons, like the phonons 
and plasmons, are strongly dependent on the size, shape and other charac­
teristics of the nanostructure. Conclusions obtained from the optical spectra 
complement those obtained from the Raman spectrum. In these cases Raman 
studies are greatly enriched [20,24). 

In the case of optical phonons in a polar semiconductor, the interaction 
between exciton and phonon in the resonant scattering process arises through 
both the deformation potential and the depolarization field of the phonon 
(Frohlich interaction) [25). The deformation potential scattering is local in 
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Fig. 4.4. Resonant Raman intensity of the L02 phonon from a 4.6nm GaAs/ 4.1 nm 
AlAs multiple quantum well sample at 9 K as a function of scattered photon energy. 
Ingoing and outgoing resonances are denoted. Photoluminescence (PL) and PL 
excitation spectra (PLE) are also shown. From (20] 

real space, and correspondingly k-independent. On the other hand, the Froh­
lich interaction involves the interaction of the exciton with the long-range 
dipolar field of the LO phonon and is wavevector dependent and goes as 
k2 . Because wavevector conservation leads to scattering only at k '"" 0, the 
Frohlich interaction, though not normally important, is strongly dependent 
on breakdown of wavevector selection rules and is strongly enhanced, for 
example, by impurities [26] or interface roughness [19,20]. 

Resonant Raman scattering from excitations of the electron gas also can 
arise from the three-step process discussed above [27]. For example, scat­
tering of intersubband plasmons occurs through the scattering of the virtual 
photoexcited electron or hole that is accompanied by the creation or destruc­
tion of a plasmon. Likewise, a collective spin density excitation also can be 
scattered in this way (Fig. 4.5). These scattering process are mediated by 
the direct and exchange Coulomb interactions [27], although they have been 
studied much less than in the case of phonons. 

Scattering of electrons can occur also in a two-step process [28]. This 
process, which has been discussed in detail for the case of 3D semiconductor 
plasmas, can lead to both charge and spin density excitations. In this case, 
scattering of light occurs directly from fluctuations of the electron gas -
analogous to Rayleigh scattering from density fluctuations in a classical gas. 
In this case, light can couple to the spin density fluctuations of the electron 
gas because the spin and orbital degrees of freedom in the wavefunction of 
the hole in the intermediate state of the scattering process are mixed by the 
spin-orbit interaction. 
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quantum well potential. Schematic of a 3-step resonant Raman process. From [27] 

4.3 Kinematics 

The majority of Raman experiments on semiconductor heterojunctions have 
been performed in the backscattering geometry along the normal to the quan­
tum well plane (z-direction). To probe the dependence of the scattering on 
the wavevector in the plane of a quantum well the sample can be rotated 
with respect to the wavevector of the incident and scattered light (Fig. 4.6). 
The components of the scattering wavevector within the crystal are 
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where AL is the laser wavelength and n(>.L) is the refractive index. Because 
the index of refraction is large (ncaAs ~ 3.6), the angle of the laser beam 
within the crystal remains relatively small even for large sample rotations. 
The maximum kz is 5.5 x 105 cm-1 while the maximum ke < 1.5105 cm-1 

for GaAs at the Eo band gap (>.L ~ 820nm). A transmission geometry can 
be used to increase further the angle of the scattering wavevector, although 
the substrate must be removed if it is opaque [29]. Alternatively the laser 
can be focused on the side of a superlattice with a microscope to measure 
excitations with wavevector completely in the x-direction (30,31]. 

4.4 Vibrational Raman Scattering 
in Semiconductor Heterostructures 

Vibrational excitations of semiconductors are modified in heterostructures, 
and new modes associated with the interfaces arise. In this section the na­
ture of phonons in a quantum well is discussed. Raman scattering is the 
most powerful way to study phonons in nanostructures and there has been 
extensive work, especially in layered semiconductors. Because of the small 
wavevector of light, only phonons near k = 0 can be studied. Nevertheless, 
this limited view has led to a good understanding of phonons in superlattices 
as probed by Raman spectroscopy. There are several extensive reviews focu­
sed on phonon scattering [7,12,25], and an introductory textbook discussion 
has recently been published (5]. 

4.4.1 Phonons in Semiconductor Quantum Wells 

In zincblende semiconductors, with two atoms per unit cell, (for example, 
GaAs and AlAs) there are both acoustic and optic phonons. If a super-
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lattice crystal is formed out of these two materials with a new unit cell, 
GaAsn/ AlAsm (where nand mare the number of monolayers in each layer), 
both the acoustic and optical phonons are modified. The acoustic phonons 
become folded acoustic phonons and the optical phonons become confined 
and interface phonons. Most Raman experiments in this system have been 
performed in the backscattering geometry on samples grown along the [001) 
direction. In this case folded longitudinal acoustic (LA) modes and confined 
longitudinal-optical (LO) modes are allowed. Disorder-induced scattering due 
to interface phonons, and to a lesser extent, TA and TO phonons is also ob­
served, however. Interface phonons and also transverse modes are allowed in 
other scattering geometries (for example, focusing on the edge of a super­
lattice with a microscope [30,31]), or on quantum well samples grown along 
different crystal directions [12]. 

There are simple models to describe each of these modes, as summarized 
below. The simplest models are often very useful, although, in the case of 
optical phonons, the identities of the confined and interface phonons become 
mixed as the wavevector is rotated to lie in the plane of the quantum wells. 

Folded Acoustic Phonons. In the case of acoustic phonons, because the 
bulk dispersion curves of the two semiconductors are similar, there is not 
much reflection at the interfaces, and the resulting superlattice acoustic pho­
nons are propagating modes with a sound velocity that is approximately the 
weighted average of the constituents. However, because of the new periodi­
city, the bulk Brillouin zone is folded into a new superlattice Brillouin zonee 
with zone edge atkz = 1r / d (where d = d1 + dz is the superlattice period) [32). 
The folding of the phonon dispersion curves is shown in Fig. 4. 7. In addition, 
a small band gap opens up at the zone center and edge due to the normally 
small acoustic mismatch at the interfaces. Scattering is strong when incident 
and scattered light is parallel polarized. For wavevectors much less than the 
bulk reciprocal lattice vectors the acoustic dispersion curves for the superlat­
tice can be obtained from a continuum model using a linear approximation. 
The dispersion is given by 

with 

gzvz - Q1V1 
a= 

Jgzvzglvl 

(4.6) 

(4.7) 

where Qi and Vi are the bulk densities and sound velocities, respectively. The 
parameter a describes the amplitude of the acoustic modulation through the 
acoustic impedances, QiVi· These equations are valid for both LA and TA 
modes provided the appropriate constants are used. 
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Fig. 4. 7. Folded acoustic phonon spectrum of a (GaAshs/ (Alo.3GBQ.7As)3 super­
lattice. A series of doublets are observed with energies determined by the folded 
dispersion curves and the wavevector of the light. The inset shows the calcula­
ted dispersion curve of the LA modes, which are folded over by the superlattice 
periodicity. From [32] 

The acoustic phonon dispersion curves are folded into a number of optic­
like phonon branches that can be measured with Raman scattering near the 
zone center (see Fig. 4.7). Doublets are observed in the parallel polarization 
geometries with frequencies determined by the wavevector of light and the 
scattering geometry. In backscattering geometry 

(4.8) 

in which the velocity, VsL, is an average over the two superlattice components 

(4.9) 

This is an approximation that is found to work in normal backscattering 
geometries. The measurement of the frequencies of the folded acoustic pho­
nons provides a characterization of the period. 

The relative intensities provide a measure of the relative thickness of the 
layers much like in x-ray diffraction experiments. In a similar way the intensi­
ties of the folded acoustic phonons can also provide a measure of the thickness 
of the interfaces. However, the accuracy of these parameters obtained in a Ra­
man experiment is much less than that obtained by x-ray diffraction. In single 
quantum wells, wires and dots there is no periodicity and folding does not 
occur. 



4 Raman Scattering in Semiconductor Heterostructures 121 

Confined Optical Phonons. The optical phonons are strongly modified 
by structuring of the semiconductor. We consider first the case for phonons 
with ke = 0. These are the phonons probed in a backscattering experiment 
if wavevector conservation does not break down. If the dispersion curves of 
the optical phonons of the two constituent semiconductors do not overlap, 
the vibrations of one layer cannot propagate into the other and the phonons 
will form standing waves (confined modes). The quantum frequencies of the 
confined optical phonons can be understood in the same way as a vibrating 
string with clamped ends, or as an electron confined to a infinitely deep 
quantum well. The phonon amplitude involves an envelope function that 
goes to zero near the interface of the quantum well (see Fig. 4.8). Therefore, 
an integer number of half wavelengths of the phonon must fit in the well 
( n monolayers) , and the allowed wavevectors are found from 

ffi7r 
qm = ( ') , m = 1, 2, ... , n, 

n+ u ao 
(4.10) 

where a0 is the monolayer thickness (2.83.A in [001] GaAs) and 8 accounts 
for the penetration of the vibration into the neighboring layer. In the case of 
GaAs/ AlAs: 8 = 1 monolayer (only the common As layer at each interface 
contributes). From these wavevectors the energies of the confined modes can 
be found from the dispersion relations of the bulk phonons of the constituent 

q = (O,O,q ...... 0) 

z (umta or 4/4) 

Fig. 4.8. Atomic displacements of the GaAs optic phonons for a (GaAs)2o/ (AlAs)2o 
superlattice with wavevector, q. The dashed vertical lines mark the As interface 
planes. Diamonds, stars and asterisks indicate the positions of Ga, Al and As 
planes, respectively. From [89) 
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semiconductors, Em = E(qm)· This is exactly the way that one finds the 
energy of a quantum particle in an infinitely deep, square quantum well at 
k12 = 0. The energy shifts from the value of the energy in the bulk semi­
conductor at k ~ 0 are confinement energies. The confinement energies are 
negative in the case of GaAs and AlAs because the dispersion for optical 
phonons in these materials is negative. 

An example of the optical phonon spectra from a multiple quantum well 
sample is shown in Fig. 4.9 for several polarization configurations. The pho­
nons in the region around E = 280 em -l arise from the GaAs layers and 
those near E = 400cm-1 arise from the AlAs layers. The TO modes are not 
allowed in backscattering from a (001) surface. Moreover, when out of reso­
nance the odd confined modes are measured in the (x, y) or (y, x) geometries 
while the even modes are observed in the (x, x) or (y, y) geometries, where x 
and y correspond to polarization of the incident and scattered light polari­
zation along the (110] crystal axes. In resonance the even modes and strong 
interface modes are observed to dominate in all scattering geometries (25]. 

This simple approach for calculating the energies breaks down if there is 
sufficient interface roughness (12,33]. The interfaces become blurred and the 
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Fig. 4.9. Confined optical phonon spectrum of a (GaAs) 10 /(AlAs) 10 superlattice for 
different polarization configurations for resonant (EL = 1.916 eV) and nonresonant 
(EL = 2.182 eV) excitation. From [90] 
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quantum well is no longer square. To test the model for a particular sample or 
class of samples, the energies of the confined modes can be plotted as a func­
tion of qm, as determined by (4.10), and compared to the bulk dispersion 
curves. In the case of most narrow layers there is relatively poor agreement. 
Moreover, it is possible that disorder due to interface roughness may lead 
to partial breakdown in wavevector conservation and allow scattering from 
excitations with ku =I= 0. These issues will be discussed in more detail in later 
sections. 

The phonons can also be calculated within a linear chain model. This is 
relatively simple in one dimension and can be extended to 2 or 3 dimensions 
if desired. It is also possible to model the interface to some extent by includ­
ing an extra alloy layer at the interface with appropriate masses and spring 
constants. 

For phonons with ku =I= 0 it is necessary to consider dispersion. Close to 
the ku = 0 confined optical modes have little mechanical dispersion, however, 
the long range electric field is sensitive to the interfaces and new modes arise 
that are known as interface modes. 

Interface Optical Phonons. In compound semiconductors like GaAs and 
AlAs the LO phonon has an electric field associated with it. In the presence 
of interfaces, the electric field gives rise to interface modes in addition to 
the confined optical phonons (Fig. 4.10). These vibrations, which arise when 
ku =I= 0, have maximal values at the interfaces and slowly decay perpendicular 
to the interface. The energies of these modes can be found from Maxwell's 
equations, using for each material an appropriate dielectric function, 

w2 -w2 
e:(w) = e-(oo) 2 io. 

W -WTO 
(4.11) 

For an infinite superlattice the energies of the interface modes are found as 
a function of (ku, kz) from 

cos (kzd) = cosh (kudi) cosh (kud2) 

+! (e-1 + e-2) sinh (kudd sinh (kud2)-
2 E"2 E"l 

(4.12) 

In the limit as kz -t 0, (4.12) reduces to equations for two bands, 

e- 1 (w) {tanh (kudi/2) coth (kud2/2) 

- e2(w) = tanh(kud2/2)coth(kudi/2) 
(4.13) 

For d1 = d2 , (4.13) reduces 

(4.14) 
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Fig. 4.10. Interface phonon frequencies for GaAs/ AlAs superlattices as a function 
of wavevector in the plane of the layers (ke = k) for different values of wavevector 
normal to the layers (kz = q) and superlattice period (d). From (49) 

which is the equation for an interface mode localized at the interface between 
two semi-infinite dielectric media. 

The energies of the interface phonons change strongly as the angle of 
the phonon wavevector rotates to lie along ke. This behavior was measured 
directly in a microscopic Raman scattering study of multiple GaAs/ AlAs 
quantum wells. In this study the dispersion of the interface modes was meas­
ured by focusing a microscopic laser spot onto the edge of a superlattice 
that was polished at various angles with respect to the superlattice direction 
(Fig. 4.11) [30,31]. Because the dispersion of the confined modes is relatively 
flat, the interface and confined modes cross. Mixing occurs between the in­
terface modes and the odd confined modes and leads to anti-crossing of the 
frequencies, as described in more complete models [34]. The even confined 
modes have the wrong symmetry and do not mix with the interface modes. 

4.4.2 Phonons as a Probe of Interface Roughness 
in a Quantum Well 

One of the most critical issues in semiconductor nanostructures is the na­
ture of the interfaces. Raman scattering has the potential to characterize the 
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Fig. 4.11. Microscopic Raman results (circles) obtained in backscattering geometry 
from the edge of a (GaAs)12/ (AlAs)12 superlattice polished at different angles with 
respect to the superlattice direction are compared to calculations (lines). Dispersion 
due to the interface modes and also mixing between the interface modes and the 
even confined modes is observed. From [31] 

interfaces, and a number of experimental studies have been reported on quan­
tum well structures [12,25,35]. In particular, the nature of the interfaces in 
GaAs/ AlAs quantum wells has been studied in great detail by Raman scat­
tering and many other techniques. In this system, with a common anion and 
little mismatch in lattice parameters, the interface is characterized by the 
position of the Ga and AI cations. In a perfect structure, the interface would 
abruptly change from a complete AI monolayer to a complete Ga monolayer. 
Real structures have mixing of the two cations over several monolayers. In 
the simplest picture this blurred interface layer is modeled as a thin alloy 
layer. 

One very simple measure of the thickness of the interface layer is the 
magnitude of the energy splittings in the spectrum of the confined optical 
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phonons. If the interfaces are perfect, the energies of the confined optical 
modes are obtained from an infinite square potential well model and the 
confinement shifts of the modes goes as m2 where m is mode index. If there 
is extreme mixing of the Ga and Al, the quantum well becomes more parabolic 
than square and the mode spacing becomes constant. A figure of merit was 
suggested to quantify this measure in order to characterize the quality of 
quantum well samples grown under different conditions [36]: 

(w5- w3) 
e = (w3- wl) · 

(4.15) 

A square well will lead to e = 2 whereas a parabolic well leads to e = 1. 
A very clear example of this effect was demonstrated by measuring the pho­
non spectrum of a quantum well sample after heating the sample to high 
temperatures for varying periods of time [37]. At high annealing tempera­
tures the AI and Ga anions can exchange positions and the interface becomes 
thicker. The Raman spectrum gave e = 2.0 for the unannealed sample and 
e = 1.35 after annealing for 3 hours at 850 °C. 

The spectrum of acoustic phonons in a multiple quantum well is also 
sensitive to the nature of the interface. The energies of the folded acoustic 
modes depend only on the quantum well period. However, the shape of the 
anion modulation, in other words, how blurred are the interfaces, leads to 
a significant change in intensities that can be quantitatively modeled using 
the photoelastic model. This effect is very similar to x-ray diffraction and 
the analysis is similar. The spectral intensities of the folded acoustic modes 
are related to the Fourier transform of the real-space cation composition 
modulation. 

When x-ray diffraction characterization is possible it generally provides 
much higher precision. However, x-ray diffraction becomes more difficult 
when working with small structures, such as a single quantum well, or non­
periodic complex structures, such as a quantum well sample with many dif­
ferent single quantum wells with different widths. With Raman scattering it 
is possible to resonate with a particular layer by tuning the laser frequency 
to the layer's energy band gap, thereby increasing strongly the scattering 
efficiency to the point where it is measurable and also dominates the Raman 
spectrum. In this way the necessary sensitivity and selectivity can be achie­
ved to probe small individual volumes within large or complicated crystals. 
As an example, a Raman study of the lateral nature of the interface using 
Raman scattering will be discussed next. 

Lateral Interface Structure. In quantum well samples of the highest qua­
lity, the thickness of the interface is on the order of a single monolayer [38]. 
In such samples the lateral structure of the interface within the monolayer 
varies dramatically, leading to significant changes in the optical properties of 
the quantum well. For example, if the growth of the sample is interrupted 
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for approximately a minute before the interface is formed, the surface forms 
monolayer-high islands as the atoms migrate on the growing surface to lower 
energy positions at the edges of islands (Fig. 4.12). These "monolayer-high 
islands", which can reach diameters of lOG's of nanometers, can be measured 
directly with STM if the growth is terminated [39]. 

Although buried interfaces are difficult to image directly with nanometer 
resolution, the interface can be probed through optical spectroscopies such 
as photoluminescence (PL) (38]. In quantum wells the PL is dominated by 
recombination of excitons (bound electron-hole pairs) . The lineshape of the 
spectral lines varies dramatically depending on the length scale of these large 
monolayer high islands relative to the exciton's Bohr diameter (~ 20 nm in 
GaAs). When the islands are less than the Bohr diameter of the exciton the 
interface is averaged over and the spectral lines consist of a single broad peak. 
However, if the island structure becomes larger than the Bohr diameter in 
a narrow quantum well, the PL lines break up into doublets or triplets with 
splittings corresponding to differences in well width of one monolayer. This 
splitting arises from regions of the quantum well that differ by one monolayer 
due to the monolayer-high islands at the interfaces. 

From PL and other optical spectroscopies it is obvious when a sample 
has lateral interface structure large compared to the exciton's Bohr diame-

260 270 280 290 300 
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Fig. 4.12. Optical spectra of lowest energy exciton from a (GaAs)n / (AlAshs single 
quantum well as a function of well width (n monolayers) . Large monolayer-high 
islands at the interfaces lead to a splitting of the exciton line into a doublet with 
an energy difference corresponding approximately to the difference in well width of 
one monolayer. Also shown (sharp spectral structure) are the LO phonon spectra 
obtained when the laser is tuned in frequency one phonon above the exciton. Lower 
inset: The resulting resonant Raman spectra with n = 17 and 8 monolayers for well 
widths. Upper inset: Highly simplified schematic of the quantum well illustrating 
excitons existing within regions differing in width by one monolayer 
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ter. However, because the exciton averages over smaller structure, it is not 
clear whether the interfaces also contain a significant amount of small-scale 
structure within these large islands [40,41}. One way to address this question 
is to compare the energies of the optical phonons in a Raman spectrum with 
those expected with and without alloy layers at the interfaces. To avoid com­
plicating the spectrum with contributions from regions of the quantum well 
that have different well widths (arising from large monolayer islands at the 
interfaces) resonance Raman scattering can be used. By tuning the laser into 
resonance with a specific exciton energy, phonons associated with a particular 
well width can be measured (to within a monolayer) [15,16]. 

In one experiment (Fig. 4.12) the optical phonon spectrum was measured 
monolayer by monolayer from a single quantum well in the range from 8 
to 19 monolayers (2.3 to 5.4 nm) [16]. This was done on a sample that was 
grown like a wedge so that the average well width varied from one side of 
the sample to the other, in addition to fluctuating by one or two monolayers 
at each position. Thus, by scanning the laser across the sample the exciton 
spectrum could be measured monolayer by monolayer. The energy of the 
exciton provided a characterization of the well width. Moreover, by tuning 
the laser frequency into resonance with specific monolayer resonances as the 
well width changed, the phonon spectrum could be recorded monolayer by 
monolayer. In Fig. 4.12 both the exciton spectra and the resonant Raman 
spectra are shown as a function of well width in monolayer steps. In the 
lower inset to Fig. 4.12 are shown the resonant Raman spectra from regions 
with n = 17 and 8 monolayers. 

The resulting energies for the LO phonon modes are plotted as a function 
of well width in Fig. 4.13. The data was compared with calculations based 
on a one dimensional linear chain model with thin alloy layers at the in-
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Fig. 4.13. The measured (symbols) and calculated (lines) energies of several con­
fined LO modes as a function of well width. The calculations were performed with 
interfaces modeled as uniform alloy layers with concentrations x = 0.5, and widths 
0, 1 or 2 monolayers. From [24} 
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terfaces. The experimental results were in good agreement with calculations 
for a structure with an alloy-like layer about one monolayer thick at the 
two interfaces. From this resonant Raman study it is clear that the interface 
structure in the highest quality GaAs/ AlAs quantum wells consists of both 
large-scale island structure and small-scale alloy-like structure, both about 
a monolayer thick. The large-scale structure arises from the migration of the 
anions on the growing surface to the edges of large monolayer-high islands 
that grow to diameters on the order of 10-100nm. The small-scale structure 
is most likely atomic-scale roughness that develops due to the exchange of Al 
and Ga on the growing surface as the interface is being formed [42]. As one 
might expect, this atomic scale roughness depends on growth temperature 
among other factors [16,43,44]. 

Phonon Spectrum Within a Single Interface Island. By resonating 
with the exciton, large increases in Raman intensities are achieved. In this 
way a small fraction of a single quantum well can be studied. It is interesting 
to estimate how small this fraction is in the example given in the last section. 
The total number of islands within the laser spot is determined roughly by 
the ratio of the area of the laser spot (1000 j.lm2 ) to the area of a typical island 
within this single quantum well (10-3 j.lm2); about 107 islands. However, the 
fraction of these islands whose excitons are in resonance is determined by 
the ratio of the exciton's homogeneous (30 j!eV) to inhomogeneous linewidth 
(3 meV), or about 0.01. This leads to an estimate of about 105 islands that 
are excited in a macroscopic resonant Raman experiment on this type of 
quantum well structure. 

Remarkably, this measurement can be pushed to the limit of a single is­
land [17]. If the laser spot is reduced to a sufficiently small area it is possible 
to resolve the PL and absorption lines arising from individual excitons local­
ized laterally within single islands (Fig. 4.14) [45-47]. The PL spectra shown 
in this figure were obtained through small apertures in a metal shadow mask. 
These masks were patterned directly on the sample using evaporation and 
electron beam lithography and range in diameter from 25 J.Lm down to 200 nm. 
PL was excited and detected through the same aperture in a backscattering 
geometry. As the laser spot was reduced from a macroscopic 25 J.Lm aperture 
into the optical near field regime of 200 nm, the inhomogeneous spectrum 
broke up into a decreasing number of extraordinarily sharp PL spikes. These 
PL lines arose from single exciton states localized laterally within individual 
islands. 

In many ways the properties of these spatially localized excitons can be 
described in terms of quantum dot potentials [47,48]. The lateral confinement 
leads to additional confinement energy. It is fluctuations in these lateral con­
finement energies that lead, in part, to the inhomogeneous linewidth observed 
in the optical spectra of narrow quantum wells. By reducing the focused la-



130 D. Gammon 

SQW#2 SQW113 
El=2.4eV 

Hole 

~ 0.5Jlm 
! s 

0.8 11m ..5 

§ 
1.5 Jlm 

~ 
f/J 
CD 

5J1m c ·e 
15 :I 18 

..J 16mono. 19 __A__L1; ~ 251!m 

1.66 1.68 1.70 1.72 1.74 
Energy (eV) 

Fig. 4.14. PL spectra of several single (GaAs)n(AlAs)ls quantum wells as a func­
tion of aperture size on the sample. The broad inhomogeneous exciton spectrum 
breaks up into a single exciton lines when a sufficiently small area is probed. Both 
exciting and detected light passed through the same small hole in a metal shadow 
mask processed directly on the sample. From (91] 

ser's spot size to the microscopic or to the submicroscopic regime individual 
excitons can be excited and detected. 

By tuning the laser into strong resonance with an individual exciton lo­
calized within a single island, the associated phonon spectrum was measured 
(Fig. 4.15) [17]. This was accomplished in the outgoing resonance. A spec­
trometer was tuned to the exciton resonance while the laser was scanned 
through the optical phonon regime at higher energy. The intensity of the 
emitted light as a function of the difference between the laser and the spec­
trometer energies was measured, providing the phonon spectrum associated 
with this single localized exciton. In Fig. 4.15 the macroscopic Raman spec­
trum measured through a 25 J.Lm aperture is also plotted. This spectrum was 
obtained in the conventional way; fixing the laser and scanning the spectrom­
eter. The energies and linewidths of the optical modes are in good agreement 
between the two results. This implies that the energies of the phonons, un­
like those of the excitons, are insensitive to the islands at the interfaces. This 
is not surprising because a change in well width of one monolayer leads to 
a change in phonon confinement energy that is less than the homogeneous 
linewidth. Nevertheless, because the scattering is directly mediated by the 
localized exciton, the spatial envelope of phonons excited in the scattering 
process with the localized exciton must also be localized, and the measure­
ment serves as a local probe of phonons. 
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Fig. 4.15. Resonant Raman spectra of LO phonons obtained from the 19 monolayer 
quantum well shown in Fig. 4.14. The bottom trace shows the macroscopic spectrum 
obtained in a conventional resonant Raman scattering experiment (as in Fig. 4.12). 
The bottom trace shows the phonon spectrum obtained through a 500 nm aperture. 
In this case the spectrometer was tuned to the frequency of a single localized exciton 
while the laser was scanned in frequency. From [17] 

Although there was no measurable change in the energies of the phonons, 
there were fluctuations in the relative intensities from dot to dot. This was 
particularly noticeable in the intensity of the TO modes. This result was not 
well understood, however, because the TO phonon is normally forbidden in 
this geometry, the origin of this observation may lie in the breakdown of the 
selection rules arising from lateral localization. 

This experiment serves to illustrate one potential direction of interest in 
the Raman characterization of semiconductor nanostructures. With resonant 
Raman spectroscopy, the phonon spectra of individual nanostructures with 
dimensions down to a few tens nm's can be selectively measured. In some 
cases it should be possible to obtain not only the spectra but also the spatial 
images of the phonon intensity with resolution in the optical near field regime. 

Raman Scattering Induced by Interface Roughness. The roughness of 
the interfaces leads to partial breakdown of selection rules. Interface rough­
ness provides a mechanism by which wavevector conservation can be violated. 
An especially clear example of this is the common observation of interface 
(IF) phonons observed in backscattering geometry from multiple quantum 
well samples (29,49-51). Interface phonon scattering requires a component of 
the scattered wavevector in the plane of the quantum well. Transfer of wave­
vector into the plane of the quantum wells through localized excitons in the 
intermediate state of the Raman scattering process can explain the observa-
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tion of IF phonon scattering in the backscattering geometry. The scattering 
arises from coupling of the light into a distribution in phonon wavevectors. 
Roughly, the spectrum will reflect the density of states in the phonon's disper­
sion curve out to a wavevector given by the inverse of the exciton's localization 
size. 

Early on, the strong interface phonon scattering in pure backscattering 
geometry was recognized as arising from a breakdown in wavevector conser­
vation, probably due to interface roughness [25,29,49]. This effect was espe­
cially dramatic under outgoing resonance conditions. The Raman spectrum 
was interpreted as a combination of peaks due to confined phonons along 
with a peak due to forbidden interface scattering in many cases. Recently, 
however, Shields et al. [50,51] pointed out that the scattering intensities could 
not be understood under close examination with this simple interpretation, 
and that interface roughness plays an even stronger role than previously ap­
preciated. They were able to show that under resonant conditions the entire 
spectrum, except for the m = 2 confined mode, could be understood as scat­
tering from forbidden interface phonons. They demonstrated that the optical 
phonon spectrum should be viewed as a broad feature due to forbidden in­
terface phonon scattering, originating from the entire dispersion curve of the 
interface phonon (Fig. 4.16). Dips in the spectral structure could be asso­
ciated with anti-crossing between the interface modes and the odd confined 
modes. At these energies there is a lower density of states. In complete con­
trast to previous studies, peaks in the structure were reinterpreted as regions 
between the odd confined modes. It is coincidental that these peaks in the 
spectra occur roughly at the energies of the even confined modes. It is be­
cause of this coincidence that the simple models previously used provided 
satisfactory agreement with the measured energies. According to their cal­
culations, the contribution to the resonant spectra due to the even confined 
modes, with the exception of the m = 2 mode, is much smaller than that due 
to the forbidden interface modes. This reinterpretation was supported with 
a detailed calculation of the spectrum. 

Recently, Ruf et al. [12,52,53] studied the structure in the folded acous­
tic phonons under resonance conditions. Disorder-induced scattering led to 
a broad continuum in the spectra in addition to the sharp allowed modes. 
Just as in the case of the optical phonons [19-21], considerable information 
can be obtained on the intermediate excitonic states involved in the resonant 
Raman process from the intensity. The phonons provide a probe of disorder. 

4.5 Electronic Raman Scattering 
in Semiconductor Heterostructures 

If a quantum well is doped with shallow donors or acceptors, a variety of 
low energy excitations can be excited and studied in detail with Raman scat­
tering [10,54]. If impurities are doped directly into the middle of the quantum 



4 Raman Scattering in Semiconductor Heterostructures 133 

Phonon (cm-1) 

l+so __ ~-2~7~o--~~~~~2~9~o~~~Joo 
(a) 

J ., 
r!-2 
0 

260 

Fig. 4.16a,b. Calculated dispersion of optical phonons with in-plane wavevector 
(q,,y) in a 46A/46A GaAs/AlAs MQW. Raman spectra taken under conditions 
with (i} nonresonant and z(x,y)z (ii} outgoing resonance and z(x, x)z, or (iii) ingoing 
resonance with z(x, x)z. The horizontal bars indicate gaps opened in the IF phonon 
dispersion by anticrossing with odd-order confined modes, which produce minima 
in the resonant Raman spectra. From (50] 

wells the electrons or holes remain bound but the impurity spectra are modi­
fied due to the additional confinement of the quantum well. Alternatively, if 
the shallow impurities are doped into the barriers a few tens of nanometers 
away from the quantum well interface (modulation doping), the electrons or 
holes fall into the lower energy quantum well and form a very high quality 
quasi-2D electron or hole gas. Excitations of these 2D electron and hole gases 
have been studied in great detail [10,55]. 

4.5.1 Shallow Impurities 

Dopants such as Si and Be can be selectively doped into the structure using 
MBE with remarkable precision. Transitions of both neutral donors and ac­
ceptors in quantum wells have been measured spectroscopically with pho­
toluminescence (56,57], far infrared absorption (58), and Raman scattering 
spectroscopy [59-61). 
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Shallow Donors. Silicon behaves primarily as a shallow donor in bulk GaAs 
and can be treated as a hydrogen-like atom with one electron orbiting the ion 
with a binding energy of approximately 6meV and a Bohr radius of IOnm. 
If the Si donor is doped into a GaAs/ AlGaAs quantum well the electron 
wavefunction is forced to overlap the positive ion even more. As a result, the 
binding energy increases with decreasing well width as the width becomes less 
than the Bohr radius. In the 20 limit the binding energy goes to 4 times the 
3D binding energy [62). Transitions between Is- and 2s-like bound states have 
been measured with Raman scattering [63,64), while transitions between Is­
and 2p- like states have been measured with far-infrared absorption [65]. An 
example of measured transition energies for GaAs/ AlGaAs quantum wells 
doped in the center portion with Silicon donors is shown in [54). Measured 
values are in good agreement with effective mass calculations [66,67). 

The binding energy and symmetry of its wave function depend on the 
position of the donor ion within the quantum well [54,62]. If the donor ion 
is at the interface of a quantum well, the electronic wavefunction must go to 
zero at the donor ion, assuming infinite barrier height. If the well width is 
much larger than the Bohr radius, the envelope function of the lowest energy 
state is identical with the 2pz-like state of the bulk, and the binding energy is 
reduced to 1/4 of the value it would have at the center. The transition energy 
of the impurity thus provides a measure of its position relative to an interface, 
which could be used to measure impurity segregation during growth. 

Shallow Acceptors. Shallow acceptors in GaAs quantum wells have also 
been measured with Raman scattering [6I,68,69,73,74]. Because acceptor wa­
vefunctions are derived from the valence bands, the energy spectrum is more 
complex than donors (Fig. 4.17) [70,71). Just as the heavy and light hole 
bands are split in the quantum well, the bulk four-fold degenerate 1s and 
2s levels [72) each split into doublets in a quantum well. However, because 
of the relatively strong acceptor binding energy, light and heavy hole mixing 
within the acceptor Is states is very high and the splitting is much less than 
that of the heavy and light-hole bands. Transitions between the split Is states 
and the Is- 2s states have been measured (Fig. 4.I8). Each of these states 
maintains a two-fold degeneracy that can be split with a magnetic field. In 
this way spin flip Raman scattering can than be measured (Fig. 4.I9) [68,69]. 

Most electronic Raman spectroscopy studies of quantum wells have re­
lied on resonant enhancement to obtain sufficient signal. With the laser at or 
close to the band edge, photoluminescence can confuse or obscure the Raman 
peak. In the case of donors, photoluminescence occurs when a photo-excited 
hole recombines with the donor electron (Fig. 4.20). The energy of this PL 
transition is independent of the laser frequency. In contrast, a Raman tran­
sition should track the laser frequency (as long as there is a distribution of 
resonant energies). This sort of behavior, seen in Fig. 4.2I, allowed the au­
thors to differentiate between PL and Raman, and obtain a measure of the 
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Fig. 4.17. The calculated well-width dependence of the energies of the 1s and 2s­
like states of an acceptor at the center of a GaAs/ Alo.3Gao.7As quantum well. The 
dashed region denotes the continuum of free-hole energies. From (61) 

ls- 2s transition energy of the silicon donor as a function of well width (63). 
Similar approaches were used in the case of acceptor studies (73,74). 
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Fig. 4.18. Raman Spectra from two center-doped GaAs/ Alo.3Gao.7As quantum 
well samples with well widths L showing acceptor transitions A, B and C from 
Fig. 4.17. The features labeled X were not understood. From (92) 



136 D. Gammon 

-' 
E .e - 30 -:E 
tl) 

c: 
as 
E as a: 

Magnetic field (Tesla) 

Fig. 4.19. Raman transition energies as a function of magnetic field along the z­
axis. Transitions labeled de correspond to the C transition of Figs. 4.18 and 4.19 
and are between the H(m = ±3/2) and r6(m = ±1/2) acceptor states. Results 
from two center-doped GaAs/ Al0 .3 Gao. 7 As quantum well samples with well widths 
of 10.2 nm and 7.2 nm are shown. The inset shows the acceptor energy levels going 
from bulk to quantum well with and without a magnetic field. From (69) 

Fig. 4.20. Schematic single particle diagram of conduction and valence subbands 
and donors levels, showing transitions that lead to Raman scattering (left) and 
photoluminescence (right). From [59) 
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Fig. 4.21. Raman frequency shift of the donor transition as a function of the laser 
energy for three different samples. The dashed lines with slopes equal to unity give 
the expected shifts of the photoluminescence. As the laser energy approaches the 
band gap and the condition of strong resonance the transition becomes Raman-like 
with a constant energy relative to the laser energy (see Fig. 4.20). From [63) 

4.5.2 Quasi-Two-Dimensional Electron Gas 

A 20 nm quantum well has several conduction subbands that are separa­
ted by several lO's of meV. If the quantum well is modulation-doped with 
electrons, the first conduction subband is filled up to a 2D Fermi energy 
of EF = 2Kti2ns/m, where m = 0.068m0 is the electron effective mass in 
GaAs. With ns = 1011 cm-2 , EF = 3.6 meV. This degenerate quasi-2D elec­
tron gas has a number of excitations whose energy dispersions are shown in 
Fig. 4.22. Transitions within the first subband from below the Fermi level to 
empty states above are called intra-subband transitions. Transitions between 
subbands are called inter-subband transitions. Both of these single-particle 
transitions have a continuum of transition energies as shown in Fig. 4.22. 
The spread in single particle energies as a function of wavevector is given 
by [75,76] 

fi2k2 
0:::; E(k12 ):::; v1tik12 + 2m12 intrasubband, (4.16) 

fi2k2 fi2k2 
Eo1- vttik12 + 2m12 :::; E(k12 ):::; E01 + vttik12 + 2m12 intersubband, (4.17) 

where the Fermi velocity is VJ = (ti/m)(27rns) 112 . The wavevector of the 
excitation, k 12 , is in the plane of the quantum well. If superlattice effects are 
considered there will also be a z-component of the wavevector (perpendicular 
to the plane of the quantum well) [55,75]. 

In Raman scattering the light can couple to the electrons through the 
electric field associated with their charge density. In this way the spectrum 
of charge density excitations is measured. The charge density excitation spe­
ctrum is also measured in far-infrared absorption. With Raman scattering, 
however, it also is possible to couple to the excitations of the spin density of 
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Fig. 4.22. Calculated energies of excitations of quasi-2D electron gas as a function 
of wavevector (ke) in the plane of the quantum well for well width of 26 nm and 
electron density ns = 3.6 x 1011 em - 2 . The collective intrasubband charge density 
excitation ( E00 ), and collective intersubband charge density ( Ec v) and spin density 
(Esv) excitations are shown. Dotted lines delimit the continua of single particle 
excitations (SPE). Adapted from [85) 

the electrons in addition to charge density [77]. The spin density excitation 
involves an excitation in which the two electronic spin components of the 
electron gas are out of phase so that the total electron density, and therefore 
the charge density, is constant in time - only the spin density oscillates. 

The scattering intensity of the excitations is dependent on the relative 
polarization of the incident and scattered light. For example, charge density 
excitations of the electron gas are allowed only when the polarization of 
the incident and scattered light are parallel to each other. In contrast spin 
density excitations are allowed only with polarizations perpendicular to each 
other [28,76]. 

The number of conduction band electrons is very small, and the vast 
majority of Raman measurements of electronic excitations in quantum wells 
have been performed with the laser in resonance with a band gap to obtain 
sufficient signal. Usually this is done with excitonic states associated with the 
Eo or the Eo+ L1o gap. 

Inter-Subband Excitations. The excitation spectrum of the electron gas 
can be calculated from the imaginary part of its response function [28,78]: 

(4.18) 
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The index j refers to charge or spin density response. Consider only the 
case of the intersubband transition between the first and second subband, 
and ignore other subbands. If electron-electron interactions are neglected the 
response is given by [79,80] 

(4.19) 

(4.20) 

Here f(E) is the Fermi-Dirac distribution function and r is a phenomeno­
logical broadening parameter. This produces a single band of single particle 
excitations (SPE) peaked and centered at E01 + h2k~/2m. At k{! = 0 the 
intersubband SPE for all electrons in the first subband is at E01 . In this case 
the response function can be written (for r = 0), 

2nsEm 
xo(k{! = O,w) = E 2 E 2 

- 01 
( 4.21) 

Coulomb interactions between electrons lead to collective modes of excitation 
in addition to single particle transitions. The direct Coulomb interaction leads 
to oscillations of the charge density (called charge-density waves or plasmons), 
and the exchange Coulomb interaction leads to oscillations of the spin density 
(called spin-density waves or spin waves) [81]. The response given by (4.18) 
is modified when electron interactions are considered. A simple method for 
incorporating interactions is through the generalized random phase approxi­
mation, which includes the exchange Coulomb interaction (Bol) in addition to 
the direct Coulomb interaction (a01 ) [82]. The response function becomes [81] 

(4.22) 

The 'Yj(q) describe the Coulomb interactions: 

ao1 
')'cv(O) = c(w) - f3m, 

')'sv(O) = -f3oi· (4.23) 

The charge density excitations interact through the direct term, ao1, although 
it is reduced by the exchange term, f3m. The interaction potentials are calcu­
lated using the electron envelope functions in the quantum well. The envelope 
functions are found by solving Schroedinger's equation self-consistently with 
Poisson's equation to account for the Coulomb potential. Exchange is inclu­
ded through the local density approximation. This calculation for the envel­
ope functions accounts not only for the square well potential but also for the 
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static Coulomb interaction between the electrons and between the electrons 
and the ionized donors in the barrier. Using these envelope functions, <t'i(z), 
the interaction parameters are given by 

2ne2 J J 1 ( ) ( ) -k \z-z'\ ( ') ( ') a01 = -- dz dz <po z 'Pl z e • c.po z 'Pl z 
€ookz 

(4.24) 

and 

fJo1 = J dzU(z)¢~(z)¢~(z), (4.25) 

where U(z) ~ 1.7a1r~ is the derivative of the exchange potential given in 
units of the effective Rydberg (6meVin GaAs), r8 (z) = [4na1ns¢~(z)/3t113 , 
and an is the effective Bohr radius (lOnm in GaAs) [83]. 

The direct Coulomb interaction is screened by LO phonons through the 
phonon's contribution to the dielectric function, 

(4.26) 

This phonon screening becomes resonant if the energy of the plasmon is close 
to that of the LO phonon, and leads to plasmon-phonon coupled modes. 
The zeros of the denominator of (4.22) give the energies of the collective 
excitations of the electron gas associated with the transition between the first 
two subbands. In addition there are still single particle excitations but they 
are now strongly "screened" by the denominator and much weaker (Fig. 4.23). 
At k0 = 0, the energy of the collective intersubband charge density excitation 
(CDE) is given by 

E'bn = E61 + 2nsE01 (c(w~~ {301 ), (4.27) 

and the energy of the collective intersubband spin density excitation (SDE) 
is given by 

(4.28) 

The CDE (inter-subband plasmon) is shifted up by the direct Coulomb inter­
action, a01, which is screened by LO phonons through the phonon's dielectric 
function. It is reduced somewhat by the exchange interaction, {301 . The SDE 
is shifted down from the bare intersubband excitation energy by the exchange 
interaction. 

The inter-sub band excitations correspond to a charge- or spin-density that 
is oscillating back and forth in the z-direction. At k0 = 0 all the electrons 
have single particle energies equal to E01. The collective charge-density ex­
citations (inter-sub band plasmons) are shifted up in energy. This increase in 
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Fig. 4.23. Raman spectra of the charge density and spin density excitations. Col­
lective charge density (CDE), spin density (SDE) and single particle excitations 
(SPE) are observed. From [81) 

frequency can be understood as the additional restoring force arising from 
the electric field (depolarization field) associated with the oscillating charge 
density. This depolarization field can be understood intuitively as arising 
from depolarization surface charges at the interfaces of the quantum well. 

The Coulomb interactions can be measured directly from the spectra, 

2 E~D 2na01 = Ecv - -E , 
01 

2 E~D 
2n{301 = E01 - -E . 

01 

(4.29) 

(4.30) 

The magnitudes of the Coulomb interactions have been measured for the elec­
tron intersubband transitions in GaAs/ AlGaAs quantum wells modulation­
doped asymmetrically on one side. These experimental results were compared 
with detailed calculations using the random phase approximation combined 
with the local density approximation for the exchange interactions, and also 
a nonlocal theory involving a variational solution of the Bethe-Salpeter equa-
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tion for the density-density correlation function [84,85]. The results are re­
produced in Fig. 4.24. 

By rotating the sample with respect to the incident and detected wave­
vector of the light, the dispersion of the excitations can be measured up to 
a maximum wavevector transfer of k ~ 2 x 105 cm-1 . In this way it is possible 
to observe broadening of the SPE and shifts of the collective excitations as 
expected from the dispersion diagram shown in Fig. 4.23. When the collective 
modes shift into resonance with the continuum of SPE, the collective modes 
become Landau-damped and broaden out. 

The above model can be extended to include nonparabolicity of the elec­
tron subbands [86] and applied magnetic fields [87]. Raman scattering has 
been used with great success to study the excited states of the electron gas 
in the quantum Hall regime [88]. 

The discussion given above for the scattering of light by the electron 
gas was based on the random phase approximation, which has been able to 
explain most aspects of the data. There are some discrepancies though. One 
long-standing problem between this theory and measurement concerns the 
relative intensities of the single particle excitations compared to the collective 
excitations in the spectra [81]. Measurements have demonstrated that the 
SPEare orders of magnitude stronger than expected from (4.18) and (4.22). 
One possible explanation given for this problem was that disorder in the 
system leads to mixing of high k-vector excitations into the low k-vector 
excitations probed by Raman scattering [81]. However this theory is clearly 
too limited because it ignores the presence of the valence band even in the 
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c -- L-285A NA•4xtota cm-3 ,.. ,.. ,.. ---
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/ 
/ 

/ 

~ 
,.. 

,.. ,.. 

*2n(l(LOA) 
00L---~--~--~---L---L--~--~u 1 2 3 4 5 6 7 

Density (1011 cm·2) 

Fig. 4.24. Comparison between measured (symbols) and calculated (lines) values 
of the direct (a) and exchange parameters (!3). For this comparison wavefunctions 
were calculated with well widths (L) and background acceptor concentrations (NA) 
obtained by fitting 2na. In this way a good test of the models for calculating the 
exchange interaction were made. From [84) 
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case of strong resonance. Recently an improved theory has been developed 
which accounts for the valence band in the resonant Raman scattering process 
and can quantitatively explain the strong SPE scattering (93]. 

Intra-Subband Excitations. For a single quantum well, intra-subband 
excitations involve electron density oscillating within the plane of the quan­
tum well. As ku --+ 0, the single-particle transition energies go to zero (see 
Fig. 4.22). In addition, the energy of the collective intra-subband excitation 
also goes to zero because the depolarization field is zero for intra-subband 
excitations at ku = 0. This can be understood intuitively from the surface de­
polarization charges at the edges of the quantum well arising from the ku = 0 
charge oscillation. The electric field between two thin strips of charge is zero 
if they are far apart. Away from ku = 0 an intra-subband plasmon is set up, 
which for a single quantum well is 2D-like with an energy given by 

E2D(k ) = n 21Tnse k . ( 
2 ) 1/2 

oo u co~ u (4.31) 

If there is more than one quantum well, the intra-subband response is modi­
fied. For an infinite stack of quantum wells the intra-sub band plasmon energy 
becomes 

Eoo(ku, kz) = ES/?(ku)S(ku, kz) 112. (4.32) 

The superlattice structure factor, S(ku, kz), is given by 

sinh (kud) 
S(ku, kz) = cosh (kud) -cos (kzd) · (4.33) 

When kud » 1 the distance between planes is large relative to the wavelength 
and the plasmons are not coupled. In this case S(ku, kz) ~ 1 and the plasmon 
reduces to the 2D plasmon. In the limit kud «: 1 the intra-subband plasmons 
of different quantum wells are coupled. At kzd = 0 the plasmons within each 
quantum well are in phase and the intra-subband plasmon becomes 3D-like 
with a nonzero energy at kud = 0. 

Eoo(O, 0) = n ( 4;:~2 ) 112 (4.34) 

In the limit kud « 1 with kzd =f. 0 the intra-subband plasmon is neither 
2D-like nor 3D-like. It becomes acoustic-like with linear dispersion given by 

Eoo(ku, kz) = nv(kz)ku, 

with 

k (21Tnse2 d ) 112 

v( z) = co~ 1- cos(kzd) 

(4.35) 

(4.36) 
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4.6 Conclusion 

There has been enormous effort to understand the physics of semiconductor 
heterostructures over the last three decades. In this research Raman scat­
tering has played an important role in the study of the vibrational and low 
energy electronic excitations of these lower dimensional structures. It has 
been the primary technique for studying phonons and has been very impor­
tant in the study of the excitations of the 2D electron gas in semiconductor 
quantum wells. 

The vast majority of this research has been carried out on planar quan­
tum well structures. In this chapter we have focused exclusively on [001) 
GaAs/ AlxGal-xAs quantum wells for the sake of clarity and because it has 
been in many ways the prototypical quantum well system. But the range 
of material systems studied is very broad. One important class of materials 
not considered here is the strained layer heterostructures. Because strain will 
shift the optical phonon energies, Raman scattering can provide a characte­
rization of strain that may be useful in structures too small to measure with 
other techniques. This capability is reviewed in [25). 

Many Raman scattering studies have been carried out with laser frequen­
cies in near resonance with the electronic band gap of the semiconductor to 
take advantage of the large resonant enhancements in scattering intensities. 
This trend will certainly continue in the future as researchers focus more on 
quantum wires and dots. Often resonant Raman scattering has been necessary 
to obtain sufficient signal-to-noise ratios, or to selectively measure a subset of 
the overall sample. However, resonant Raman scattering also probes the elec­
tronic behavior of the semiconductor at the frequency of the laser in addition 
to providing the spectra of the low energy excitations themselves. 
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IV Raman Scattering Enhancement 
by Optical Confinement 
Semiconductor Planar Microcavities 

B. Jusserand and A. Fainstein 

After some years of studies in the domain of atomic physics, optical microcav­
ities have received much attention recently in semiconductor science [1]. An 
example of such high finesse structures consists of quantum wells embedded 
in a A cavity spacer between two Bragg mirrors made of alternating quarter­
wavelength GaAlAs and AlAs layers. The strong confinement of the optical 
field near such light emitting dipole significantly modifies the intrinsic emis­
sion rate, opening new possibilities in terms of optical devices. Nonlinear 
interactions between light and matter can also be significantly enhanced due 
to the light confinement. In fact, a double optical Raman scattering resonance 
configuration can be attained in a semiconductor microcavity [2]. Taking ad­
vantage of the angular dependence of the frequency of the cavity mode in 
a planar microcavity, the incident and scattered frequencies can be tuned 
to this resonance at two different angles and their frequency difference to 
a Raman active vibration in the material. 

In Fig. IV .1 we show the Raman spectra obtained when this optical double 
resonance is tuned through the LO-phonon spectral region corresponding to 
three InAs QWs embedded in a microcavity. Thanks to the high spectral 
selectivity and strong enhancement (up to 104 ), several narrow lines are dis­
cerned. These lines correspond to interface optical phonons of the whole stra­
tified structure, including both QWs and mirror layers. Because of the finite 
size and complex arrangement of the stack, the interface modes are discretized 
and surface modes are observed. The modifications of the Raman efficiency 
can be quantitatively described based on Maxwell equations in stratified me­
dia and they directly reflect the finesse of the cavity mode [3]. In turn, the 
phonon spectra can be reproduced using a transfer matrix treatment of the 
interface phonon dielectric model [4]. 

In a microcavity with a multiple quantum well fully filling the 3.>t/2 spa­
cer we have also observed folded acoustic phonons in experimental conditions 
where they cannot be usually observed (80K, well below the band gap). In 
addition, due to internal reflections, contributions of both backward and for­
ward scattering are simultaneously recorded, and the in-plane dispersion can 
be more easily derived. These results illustrate the interest of cavity-enhanced 
Raman scattering to selectively extract contributions of weak scatterers in 
semiconductor heterostructures. 

Besides the above application for Raman efficiency enhancement, micro­
cavities have enabled a renewed perspective into fundamental aspects of 
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Fig. IV.l. Top: Microcavity Raman spectra as a function of spot position (i.e., 
cavity mode energy). It shows the selective enhancement of particular features of the 
phonon Raman spectra that can be obtained by detailed tuning of the cavity mode. 
The crossing of the solid lines denotes the exact double optical resonance (DOR) 
for the chosen incidence angle (~ 50°) . Bottom: Basically non-amplified spectrum 
obtained in a half-cavity (without top mirror) . It highlights the enhancement of 
over four orders of magnitude, and the observation of fine spectral details, in the 
full cavity case 

the light-matter interaction in semiconductors. When the cavity mode ap­
proaches the exciton transition in the cavity medium, strong coupling can 
appear and cavity polaritons become the correct description of the coupled 
photon-exciton system, with two branches, separated by the so-called Rabi 
splitting [1]. When Raman scattering is performed close to these energies, 
modifications of the scattering cross sections are expected, which can be des­
cribed by first order perturbation in the polariton-phonon interaction. In 
bulk semiconductors, there has been no conclusive evidence of the bulk pola­
riton mediation of first-order Raman scattering. In microcavities, with Rabi 
splittings of 5 to 10 me V, we have observed specific signatures of the polariton 
mediation (see Fig. IV.2). The resonant Raman cross section can be simply 
expressed within the perturbation theory as s~s~s;s~, where s~,,~ represent 
the photonic or excitonic strength of the incident or scattered polaritons, 
respectively [5,6]. 
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Fig. IV.2. Bottom axis: Microcavity coupled exciton-cavity-mode energies (open 
circles). The thin solid curve is a fit with a two-coupled-modes Hamiltonian. Top 
axis: Resonant Raman intensity as a function of detuning for two LO-phonon lines 
(solid circles and squares). The thick solid curve is a calculation based on the cavity­
polariton mediated scattering model [6]. Inset: LO phonon RRS spectrum tuned 
for outgoing resonance with the upper polariton branch (UPB). The LO phonon is 
the narrow line on top of the broader UPB luminescence. The second LO line can 
also be seen slightly out of resonance. The high-energy tail of the lower polariton 
band (LPB) is also visible 
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5 Raman Scattering in High-Tc 
Superconductors: Phonons, Electrons, 
and Magnons 

M. Cardona 

It was realized very soon after the discovery of high-Tc superconductors that 
Raman spectroscopy is an excellent technique for the investigation of low 
energy elementary excitations in these materials and also for the characteriza­
tion of their structural, electronic and vibronic properties. The primitive cell 
of high-Tc superconductors is usually centrosymmetric and contains a large 
number of atoms. While this large number of atoms makes phonon spectra 
rather complex, the existence of an inversion center allows us to classify the 
phonons into odd and even with respect to the inversion. Odd phonons are 
Raman forbidden while even phonons are infrared (IR) forbidden. This fea­
ture is of considerable help for the assignment of the various phonon related 
peaks observed in the Raman and also in the IR spectra (because of the 
nature of this treatise we shall only discuss IR spectra when needed for the 
interpretation of phenomena related to Raman spectra). Forbidden phonons 
may become allowed in a spectrum due to the presence of lattice defects that 
lower the symmetry around the atoms participating in the vibrations of the 
phonon under consideration. This often happens in high-Tc superconductors 
as a result of the nonstoichiometric nature of the oxygen composition, which 
is related to the concentration of superconducting carriers (holes). Although 
the even phonons (requiring the involvement of at least two equivalent atoms 
in the mode being considered) can be Raman active, not all of them are. 
Additional selection rules specific to the crystal point group can also reduce 
the number of Raman active even phonons (this reduction is more drastic in 
the case of IR spectra, since only those symmetries that correspond to the 
three components of the electric field can lead to dipole allowed transitions). 

Besides the selection rules just mentioned, related to the crystallogra­
phic point group, the translational symmetry of the crystals requires con­
servation of the wavevector k in an absorption or scattering process. In 
the optical region, the wavelength of the photons is very small compared 
with the size of the primitive cell and, consequently, only phonons with 
k ~ 0 (i.e. near the center of the Brillouin zone) can participate in first-order 
(i.e. involving only one phonon) optical processes. Optical spectroscopies are 
therefore not suitable for the determination of the full phonon dispersion 
relations (i.e. the frequency w versus k). This is the typical domain of ine­
lastic neutron scattering which, however, requires large single crystals often 
not available for high-Tc superconductors. Although inelastic neutron scat­
tering experiments have been performed for high-Tc superconductors, most 
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of the experimental knowledge available for these materials originates from 
their Raman and IR spectra. The recently developed technique of Raman 
scattering of x-rays obtained by strong monochromatization of synchrotron 
radiation also allows the scanning of the full Brillouin zone (1]. However, it 
has not yet been applied to high-Tc superconductors. 

Raman scattering can also be used to investigate low frequency electronic 
excitations. It was one of the first spectroscopic techniques that revealed the 
existence of a gap for electronic excitations in the superconducting phase of 
high-Tc superconductors (2]. Soon after, it was realized that gaps observed 
in the electronic Raman spectra exhibit different features depending on the 
symmetry of the polarization configuration used for the scattering measure­
ments when the Raman shift tends to zero (3,4]. The corresponding Raman 
spectra provided some of the early hints as to the anisotropic nature of the 
gap and its (k;- k;)-type of symmetry. 

The electronic excitations responsible for the observed Raman gap couple 
noticeably to some of the Raman active phonons via electron-phonon inter­
action, a fact that results in changes in phonon self-energies and spectral 
strengths when crossing Tc. Particularly strong effects that reveal a remark­
ably large electron-phonon interaction have been recently observed for Hg1234 
and the isomorphic material (CuC)-1234 (5,6]. Raman spectroscopy thus pro­
vides rather direct evidence of strong electron-phonon interaction in high-Tc 
superconductors. We should keep in mind, however, that only k = 0 phonons 
are accessible to Raman spectroscopy and, therefore, the fact that a few of 
them show evidence of strong electron--phonon coupling cannot be construed 
to imply that the average interaction of electrons with all phonons, respon­
sible for the superconductivity in the conventional BCS theory, is strong and 
a possible candidate for the pairing mechanism in high-Tc superconductors. 

Another type of electronic scattering has been observed and extensively 
investigated in the high-Tc superconductors that contain rare earth elements, 
in particular those of the Nd2Cu04 family which are believed to be n-type 
conductors in their normal state. These rare earth ions possess an unfilled /­
shell whose electrons occupy strongly correlated many-body states split, even 
in the free ion, by Coulomb and spin-orbit interaction. The crystalline electric 
field lowers the symmetry of the free ion levels, producing what are known as 
crystal field states. 'fransitions from the ground state of the 4/ ions to excited 
states have even parity and are, in principle, Raman active at low tempera­
ture. At higher temperatures, electrons are transferred from the ground state 
to excited states and the intensity of the ground state transitions decreases 
while transitions with higher lying states as initial states begin to appear in 
the Raman spectra. Two types of such crystal field ( CF) transitions are ob­
served: those between initial and final states belonging to the lowest (ground) 
spin multiplet and those with the final states in excited multiplets. The former 
have typical energies ofless than 100meV(~ 800cm-1) while the latter have 
energies of the order of several hundred meV. The former are also observed 
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by means of inelastic neutron scattering while the energy of the latter is too 
large to contribute to scattering by thermal neutrons from conventional reac­
tors. They can, however, be observed by using neutron spallation sources [7]. 
The first multiplet transitions (;S 100 meV) often take place in the neighbor­
hood of Raman active phonons. The mutual interaction of transitions with 
phonons can lead to strong frequency and intensity renormalizations. 

Most high-Tc superconductors can be prepared as metallic or semicon­
ducting (nonsuperconducting) crystals by varying the doping, e.g., the oxy­
gen concentration. In the latter modification, the copper ions have 2+ valence 
(Cu2+), i.e., a 3d9 configuration which can be regarded as a 3d hole in an 
otherwise filled 3d10 shell leading to a localized magnetic moment (S = 1/2). 
The magnetic moments of the Cu2+ ions are coupled antiferromagnetically 
in each Cu02 plane. Fluctuations of the magnetic moments around the equi­
librium positions correspond to excitations called magnons. Cuprates with 
only one Cu02 plane per unit cell (e.g. Bi2Sr2Cu06) have only one magnon 
branch, with acoustic character, in the magnetic Brillouin zone while those 
with n Cu02 planes have n magnon branches. Scattering by one magnon with 
k = 0, while in principle allowed for n 2: 2, is very weak since it arises only 
from the weak spin-orbit interaction. Scattering by two magnons involves the 
exchange interaction [8] and therefore can be much stronger. It also does not 
require magnons with zero wavevector, the corresponding selection rule for 
two-magnon processes being k 1 + k2 = 0. A broad peak thus appears on the 
Raman spectrum corresponding to two magnons near the edge of the Bril­
louin zone [8-10]. The Raman shift is~ 3 J, where J is the in-plane exchange 
constant. The frequency of the two magnon Raman peak, ~ 3 J, led to one of 
the earliest determinations of the exchange constant J ~ 80 meV for high-Tc 
superconductors. 

Remnants of the two magnon peak persist even in superconducting crys­
tals of the cuprates under consideration [10]. They represent antiferromagnet­
ic fluctuations with a small coherence length, to which some authors attribute 
the origin of the pairing mechanism that leads to superconductivity [11]. 

The high-Tc superconducting cuprates constitute a class of materials which 
display the broad range of light scattering phenomena mentioned above. As 
such, they can be used to illustrate many of the techniques and applications 
of Raman spectroscopy. This is the aim of the present chapter. In its various 
sections we shall review the theory and the main experimental results con­
cerning light scattering by phonons, electron, and magnons and their mutual 
interactions, from the vantage point of Raman spectroscopy. 

A few reviews on the applications of Raman scattering to the study and 
characterization of high-Tc superconductors have appeared. Among the most 
comprehensive ones are (12-17]. For a more general survey of the properties of 
high-Tc superconductors we suggest the series "Physical Properties of High-Tc 
Superconductors" [18] and also (19]. 
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5.1 High-Tc Superconductors: Chemical Composition 
and Crystal Structure 

Most readers of this treatise will be interested in the general aspects and 
applications of Raman spectroscopy. This chapter, however, is devoted to 
applications of Raman spectroscopy to a very topical but special kind of ma­
terials: the high-Tc superconductors. We therefore include a brief description 
of the chemical and crystallographic structures of these materials and their 
properties. 

Superconductors with Tc,2':40 K are called high-Tc superconductors 
(HTSC). In spite of some so far unconfirmed reports to the contrary, all known 
HTSC belong to a family of materials generically called "cuprates". They all 
contain Cu02 planes as illustrated in Fig. 5.1 for the case of YBazCu307, 
a superconductor with Tc c::- 90K (note that these planes can be slightly 
warped, as is the case in Fig. 5.1). In this figure yttrium has been repla­
ced by a generic rare earth, RE. The crystal structure is either tetragonal 
(point group D4h, e.g., TlzBazCu06) or orthorhombic (see Fig. 5.1, point 
group D2h). All HTSC, in their stoichiometric form, are centrosymmetric 
(inversion centers in Fig. 5.1 are the RE, Cu1, and 01 sites). Their vibra­
tional excitations (phonons) for k = 0 are therefore either Raman active, IR 
active or, in a few cases, optically silent. 

The number of CuOz planes in Fig. 5.1 is two per unit cell (in this case 
the unit cell is the same as the primitive cell, PC). This number is fixed 
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Fig. 5.1. Primitive unit cell (PC) of the RE-123 superconductors REBa2Cu3 0 7 , 
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for the REBa2Cu307 family. Other families of HTSC, such as the one that 
holds the record of the highest Tc (134K at atmospheric pressure, ~ 164K 
under a hydrostatic pressure of 30 GPa [20]): HgBa2Ca.,_1 Cun02n+2+o, have 
members with several possible numbers n of Cu02 planes. These planes are 
separated by spacer layers which, in the case of REBa2Cu30 7 (RE-123 for 
short), [21] consist of one rare earth atom per unit cell while for the mer­
cury family mentioned above (HgBa2Ca.,_1Cun02n+2+o, Hg-12(n- 1)n for 
short) as many as n = 6 Cu02 planes may be present in each unit cell. 
When several n's are possible, Tc increases with n, reaching a maximum for 
n ~ 3 [22]. In addition to the Cu02 planes and the Ca or RE spacers just 
mentioned, a few other planes of atoms are required to stabilize the structure 
of a HTSC. Figure 5.1 shows two BaO planes, with a structure similar to 
the Na-Cl planes in a rock salt crystal, placed symmetrically on both sides 
of the Cu02-Y -Cu02 moiety. Some materials, such as the Bi-compounds 
Bi-22(n- 1)n, have SrO- instead of BaO-planes. Finally, at the top and the 
bottom of the PC, always similar to that in Fig. 5.1, one or two additional 
planes are found. They can contain simply metal ions (RE, Cu) or metal 
oxides (BiO, TaO, PbO). 

The critical temperature Tc is determined not only by n but also by the 
oxygen content represented by li in HgBa2Ca.,-1Cun02n+2+o, i.e., by the 
electronic balance between the cations Hg2+, Ba2+, Ca2+, and Cu2+ (a total 
charge of +4(n + 1)) and the oxygen anions (0~~+2+0, a total charge of 
-[4(n + 1) + 2/i]) which amounts to a net charge balance of -2/i per PC in 
the mercury family, the minus sign implying that electrons are missing, i.e., 
that the materials are hole conductors. This is the case for most HTSC, with 
the possible exception of the Nd2Cu04 (Nd-214) family, which are believed 
to be n-type [23,24]. 

In the Hg-12(n- 1)n HTSC the hole doping is proportional to li, i.e., to 
the deviation from stoichiometry. The RE-123 HTSC, however, have a charge 
balance of -1.0 in the stoichiometric form of Fig. 5.1, i.e., they are hole condu­
ctors and superconductors even when stoichiometric. The RE can be either 
yttrium or almost any rare earth ion, with the exception of terbium (the 
structure of Fig. 5.1 is not stable when theRE ion is Tb) and probably pra­
seodymium, although several reports have appeared recently claiming that 
Pr-123 is also a HTSC when prepared in a specific way [25]. Although stoi­
chiometric REBa2Cu30 7 is a HTSC (with the exceptions just mentioned), 
it can be prepared with a nonstoichiometric composition through annealing 
at T ~ 900 °C, at which temperature less oxygen is incorporated, followed 
by more or less rapid quenching. It then becomes REBa2Cu301-o· The pa­
rameter li can be as large as li = 1, in which case (as well as for li 2: 0.6) 
RE-123 is a nonsuperconducting semiconductor. For li ~ 1 all 01 ions (the so­
called chain oxygens) are missing and the crystal structure becomes exactly 
tetragonal (D4h point group). Throughout most of the nonsuperconducting 
range of li, and also at high temperatures for lower values of li, the remaining 
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01 ions are distributed at random among the four equivalent positions of 
the D4h group. On average the crystal retains D4h symmetry but the 01 
disorder does have implications for optical spectroscopies. The charge ba­
lance for REBa2Cu30 7_ 0 is -1 + 2o; it also implies that these materials are 
hole-conducting, at least for o < 0.5. 

We have mentioned that in RE-123 superconductivity disappears for large 
values of o, which implies that Tc must decrease for intermediate values of 
o. Actually, there is in almost any HTSC with variable stoichiometry an 
optimum value of o, Om for which Tc has a maximum. The materials with 
o = Om are called optimally doped. For larger values of o ( overdoped HTSC) 
Tc decreases even though the hole concentration nominally increases. For 
o < Om ( underdoped HTSC) both Tc and the hole concentration decrease. 
It is this region of o's that poses the greatest difficulties for the theoretical 
understanding of HTSC: even the normal state seems to be highly anomalous, 
differing strongly from the Fermi liquid behavior of conventional metals. The 
overdoped region seems to obey Fermi liquid behavior. 

A modification of the RE-123 structure leads to the so-called RE-124 
HTSCs. These materials possess two CuO chains per PC instead of the single 
chain of the RE-123 structure of Fig. 5.1 [26]. Two chains are strongly bonded 
to each other, being placed on top of each other along the c-axis and shifted 
by one-half of the b lattice constant with respect to each other. Thus each 
chain copper atom is bonded to an oxygen of the nearest neighboring chain. 
These strong Cu-0 bonds stabilize the stoichiometry of the structure: The 
concentration of chain oxygens is the stoichiometric one and cannot be chan­
ged through annealing. Although the nominal charge balance is -1, these 
materials are underdoped: Tc ~ 80K at atmosphere pressure. With increa­
sing pressure, Tc increases as the material approaches the optimally doped 
state at a pressure of 8GPa (1 GPa ~ lOkbar) [27]. The yttrium spacer of 
either Y-123 or Y-124 can be partially replaced by calcium. The hole density 
is enhanced as y3+ is replaced by Ca2+ for a given oxygen concentration. In 
this manner, a given material, including (Yl-xCax)-124, can be swept from 
underdoped through optimally doped to overdoped with increasing x. 

Of interest for optical spectroscopy is the modification of the center of 
inversion sites that takes place between RE-123 and RE-124. In the latter, 
the RE ions remain centers of inversion, but the chain oxygen and copper 
ions do not. Because of the existence of bonded double chains, the centers 
of inversion that were at the Cu1 (01) sites in RE-123 shift to positions 
midway between the two Cu ( 0) of the double chains. The phonons involving 
01 and Cu1 chain atoms, Raman forbidden in RE-123, become allowed in 
RE-124 [28]. 

Most HTSCs exhibit metallic conductivity along the Cu02 planes above Tc. 
Perpendicular to the planes, however, they behave like semiconductors (ex­
cept, possibly, in the overdoped regime), the mean free path being smaller 
than the lattice constant c. This fact suggests that they can be regarded as 
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two-dimensional conductors in their normal state. With increasing doping, 
the 2D conduction tends to become 3D, especially in the highly overdoped 
regime [29]. 

The first discovered HTSC is La2-xBaxCu04 (La-214) [30]. It reaches 
critical temperatures Tc ~ 38 K for x = 0.15. The stoichiometric structure 
possesses a Cu02 layer per PC with two LaO layers, one on each side of 
the Cu02 layer. The stoichiometric compound has exact charge balance bet­
ween the cations ( +8) and the four oxygens ( -8): therefore it is not conduc­
ting. Conduction, and superconductivity, are achieved by replacing x trivalent 
La3+ ions by the same number of divalent Ba2+ (or Sr2+) ions: the charge 
balance becomes -x and the material is a hole conductor (x ~ 0.15 electrons 
are missing per PC in the optimally doped case). 

The La-214 structure is tetragonal at high temperatures (point group 
D4h, see Fig. 5.2). At low temperatures, and depending on x, the PC becomes 
orthorhombically distorted (point group D2h). Figure 5.2 also shows the PC 
of a material chemically but not crystallographically isomorphic to La-214: 
Nd2Cu04 (Nd-214, Nd can be replaced by either Pr, Gd, or Sm). Its point 
group is also D4 h but the arrangement of the atoms in the PC is rather 
different in Nd-214 than in La-124: a Cu02 plane is flanked by two Nd planes, 
the PC being completed by oxygen planes (one plane with 2 oxygens per 
PC) (see Fig. 5.2). This material, in its stoichiometric form, has zero charge 
balance and thus is a semiconductor. When doped with Ce (Nd2-xCexCu04, 
one can also use Th instead of Ce) it is believed to become an electron 
conductor because the trivalent Nd3+ is replaced by a tetravalent Ce4+ [24]. 

To conclude this survey, we mention the TlBa2Can-1Cun02n+3-8 
(Tl-12(n -1)n) [31] and TbBa2Can-l Cun02n+4-8 (Tl-22(n -1)n) [32] fami­
lies, with Tc up to ;:::::: 125 K and the tetragonal point group D4h· The corres­
ponding Bi-based materials BhSr2Can_1Cun02n+4+8 [33] have a distorted 
D 4h-like PC. These materials are actually orthorhombic (D2h) because of 
a distortion along the (x + y) direction [34] (note that in RE-123 and RE-124 
the distortion is along the chain direction [4,35], i.e., along y. This difference 
has important consequences in Raman spectroscopy [4].) 

All materials just mentioned are opaque to the near-IR, visible and UV la­
sers usually employed for Raman scattering experiments. Therefore Raman 
experiments must be performed in a backscattering configuration. In this 
configuration the optical and crystalline quality of the scattering surface are 
of paramount importance. The penetration depth of these lasers into HTSC 
crystals is about 20 nm, which means that, since the incident light has to 
get into the HTSC and the scattered light out, the sampling depth is about 
10 nm. This depth amounts to about 10 PCs along the c-axis and 30 PCs 
along either y or x. Some care is therefore required in preparing clean sur­
faces that are representative of the bulk. This problem, however, is by far 
not as acute as for techniques such as photoelectron [36] or tunneling spec­
troscopies [26] where the sampling depth is less than 1 nm, i.e., a primitive 
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Fig. 5.2. Structure of La2Cu04 (T) and Nd2Cu04 (T'). The two structures differ 
in the atomic site of one oxygen atom which is part of Cu06 octahedra (left) or 
simple Cu04 square planes (right). Distances given in A (Ref. [13], p. 300). The 
respective point groups are given under each of the structures. Through partial 
replacement of La by Ba or Sr La-214 becomes a p-type conductor and a HTSC 
while Nd:214 doped with either Ce or Th becomes an n-type conductor and also, 
at Tc ;S 30 K, a HTSC 

cell. In the latter cases one is always exposed to criticism that surface and 
not bulk properties are being measured. For single crystal HTSC, a sample 
depth of 10 nm should be sufficient to guarantee that bulk properties are 
being measured. For polycrystalline (ceramic) samples this is not always the 
case although, with adequate care, Raman spectra representative of the bulk 
can be obtained. It is even possible, using a micro-Raman setup (a spectrom­
eter with a confocal microscope arrangement) to select scattering surfaces of 
microcrystallites with a specific orientation [6). 

A few comments concerning the growth of HTSC are also in order. The 
original HTSC, the La-214 materials (the so-called Zurich salt [30]), were first 
prepared by solid state reaction in a furnace using La203, CuO, and BaC03 
as precursors. They had the morphology of a ceramic material composed of 
sintered microcrystallites. The first Raman measurements on these materials 
were rather irreproducible and unreliable, although, with increasing experi­
ence, Raman spectroscopists were able to discriminate the bulk peaks of 
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La-214 from those related to surface effects and foreign phases. Fortunately, 
few problems of this type have occurred in the HTSC discovered later, in 
particular the RE-123 family, for which Raman spectra full of information 
have been obtained even with the originally synthesized ceramic samples. 
Measurements on such samples, however, do not allow the Raman spectros­
copist to make full use of the polarization selection rules, applicable to single 
crystals, and thus to separate the various independent symmetry components 
of the Raman spectra. 

Single crystals of HTSC became available shortly after the first ceramic 
samples had been prepared. Such single crystals fall into two categories: bulk 
samples and thin films. The bulk single crystals can be prepared by melting 
in a flux that contains a surplus of one of the precursors. Slow cooling yields 
a slag whose interior or surface contains rather beautiful small crystallites 
of the material under consideration (see Fig. 5.3) often with the shape of 
a parallelepiped whose faces are perpendicular to the orthorhombic axes. 
Another powerful technique for growing large single crystals, and metallic 
oxides in general, in particular high-Tc superconductors, is the travelling­
zone method which is implemented by zone-melting of a precursor bar in 
a mirror furnace (quartz-iodine incandescent lamps focused on the zone to 
be melted). The molten zone is then made to travel vertically from one end 
of the bar to the other. 

Thin films of HTSC are prepared by any of several techniques for growing 
thin films epitaxially or in a textured way (i.e., with a preferred orientation) 
onto a substrate. As a substrate, a perovskite-type material is chosen (e.g., 
SrTi03 , NdGa03 ). In this manner, highly oriented, high quality films have 
been grown with several orientations (38-40]. Raman spectroscopy, as a non­
destructive technique requiring small sampling volumes, has been very helpful 

(a) 

- -100~-tm 

Fig. 5.3. Typical examples of two YBazCu301- o crystals grown from flux. (a) 
Optical micrograph of a twinned crystal obtained with unpolarized light . (b) Mi­
crograph with polarized light of a largely untwinned crystal obtained from flux. 
The two orthogonal domains are displayed as light and dark areas (37] 



160 M. Cardona 

for characterizing such films, in particular their degree of orientation (40]. The 
most common techniques for the preparation of HTSC are laser ablation from 
a ceramic target (using an excimer laser), sputtering, and molecular beam 
epitaxy (MBE). 

We would like to mention an important feature of the orthorhombic HTSCs 
such as those of the RE-123 family. As shown in Fig. 5.1, the orthorhombicity 
is determined by CuO chains which run {by definition) along the y axis. Since 
the a and b lattice constants are nearly the same, the chains can be oriented 
along either one of the horizontal axes of Fig. 5.1. This results in twinning: 
a crystal with the morphology of Fig. 5.3 can consist of an ensemble of twin­
ned crystallites, some with the chains along y and others with the chains 
along x. Most as-grown crystals are twinned, with equal amounts of both 
orientations. In bulk crystals the size of those crystallites is a few microns 
and therefore they can be seen with an optical polarizing microscope. In thin 
films, the twin size is usually smaller; they cannot be observed with an optical 
microscope. In this case Raman spectroscopy, which measures an average of 
the spectra of both types of twins, comes in handy. For 50% twinned crys­
tals, the spectra in xx configuration (incident light polarized with the E-field 
along x, scattered field also along x) and yy polarizations are nearly identical. 
In the case of untwinned crystals, which may be found accidentally among 
the many retrieved from a slug, considerable and quantifiable differences ap­
pear between the two polarization configurations. With this technique the 
first untwinned crystals were identified [41). 

Finally we note that the usefulness of a HTSC depends not only on its high 
Tc but also on its critical current density, i.e., the maximum current density 
a superconductor can carry at a temperature T < Tc without switching to 
normal. HTSC are type-II superconductors: they have a very low threshold 
magnetic field Hcl at which flux penetration takes place in the form of flux 
tubes with normal cores. For a perfect crystal structure these tubes move 
upon application of a current, thus producing ohmic-like losses because of 
their normal cores. In the absence of an external magnetic field, the self­
field of the circulating current may also create flux tubes (vortices); their 
motion determines the critical current density Jc, which for a perfect crystal, 
would be rather low (because Hcl is only a few Gauss). Crystal defects, 
however, can pin the flux tubes and thus enhance Jc· The highest critical 
current Uc ~ 108 A/cm2 at 4 K) has been observed for thin films [42). Ceramic 
materials have Jc's as high as 106 A/cm2 [43]. Several articles on the subject 
of vortex pinning and critical currents can be found in [44]. 
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5.2 Raman Scattering by Phonons 
in High-Tc Superconductors 

5.2.1 Vibrational Frequencies and Eigenvectors 

As an illustration we will consider primarily the canonical Y-123 supercondu­
ctor (YBa2Cu307-<1, 0 ;S 8 ;S 0.6). Its unit cell has been shown in Fig. 5.1. It 
is composed of two Cu02 planes, perpendicular to the c-axis, which are gen­
erally believed to be responsible for the superconductivity, a linear CuO chain 
(for 8 = 0), which determines the hole doping of the planes, and three spacer 
layers (one Y and two BaO planes). As already discussed at the beginning, 
the sites of theY, the Cu and the 0 of the chains (Cu1, 01) are inversion 
centers. The vibrations of these atoms for k = 0 are thus odd upon inversion 
and therefore Raman inactive (but IR-active).1 The remaining atoms are not 
at centers of inversion. They thus appear as pairs of equivalent atoms conne­
cted by the inversion. They give rise to odd (both atoms moving in the same 
direction) and even (motion in opposite directions) vibrational patterns. The 
corresponding pairs of IR- and Raman-active vibrations are sometimes called 
Davidov doublets. 

The atoms of Fig. 5.1 can vibrate along the z as well as along the x andy 
directions. The even vibrations along z appear to be much stronger in the 
Raman spectra than their x-y counterparts [45). Similarly, in the supercon­
ducting crystals (8 ~ 0.6) the IR spectra polarized along z reveal phonon 
structure while along x and y the coupling to the phonon is too weak to allow 
observation in the IR spectra. The latter happens because of the strong elec­
tronic conductivity which manifests itself in a very small penetration depth. 
The weak Raman activity of the (x, y)-polarized in-plane vibrational modes 
is likely to result from the forbidden nature of the phonon scattering for an 
isolated Cu02 plane. 

If one removes the 01 atoms of the chains, the unit cell of Fig. 5.1 becomes 
tetragonal (point group D4h) and the x, y vibrations become degenerate 
by symmetry. The existence of intact Cu chains, however, lowers the point 
group symmetry to orthorhombic (D2h)· Under these conditions the x, y 
degeneracy splits and all phonons at the zone center (F) become nondege­
nerate (13,45,46). In crystals with large 8 (8 ~ 0.6) the chain oxygens can 
occupy all equivalent positions in the planes of the chains and, on the ave­
rage, the crystals have tetragonal symmetry. The concomitant disorder can, 
however, make certain Raman forbidden modes allowed. 

For the structure of Fig. 5.1 five z-polarized Raman phonons exist. They 
correspond to the irreducible representation A9 of the D2h group (or A19 in 
the case of D4h symmetry, see Table 5.1). They can be observed for (z, z) 
(incident, scattered) or for (x,x) and (y,y) polarizations. The lowest fre­
quency z-polarized Raman phonon involves mainly the vibrations of the hea-

1 As mentioned in Sect. 5.1, Y-124 has double chains which lead to both IR- and Raman­
active phonons (28]. 



162 M. Cardona 

Table 5.1. Character table for the D 2h point group which corresponds to the PC 
of Fig. 5.1. Also given are the symmetry operations, selection rules for Raman­
and IR-active modes and compatibility relations (comp.) for the corresponding 
tetragonal (D4h) group and from this group to an orthorhombic one rotated by 45° 
(D2h(45°)], that of Bi-22(n- 1)n. Note that the selection rules refer only to the 
D2h point group. Note also that for RE-123 the x and y axes are along the bond 
directions while in Bi-22(n- 1}n they are rotated by 45°. The symbols have their 
usual meaning. From [13] 

D2h E C2 c~ C2 (Txy (Txz (Tyz Selection Comp. Comp. 
rules D4h D2h(45°) 

Ag 1 1 1 1 1 1 1 1 xx,yy,zz A19 B19 A 9 B19 

Au 1 1 1 1 -1 -1 -1 -1 silent A1uB1u A1uB1u 

B19 1 1 -1 -1 1 1 -1 -1 xy A29 B29 B1uAu 

B1u 1 1 -1 -1 -1 -1 1 1 ir(z) A2uB2u B1uAu 
B29 1 -1 1 -1 1 -1 1 -1 xz Eg B29 

B2u 1 -1 1 -1 -1 1 -1 1 ir(y) Eu B2u 
B39 1 -1 -1 1 1 -1 -1 1 yz Eg B39 

B3u 1 -1 -1 1 -1 1 1 -1 ir(x) Eu B3u 

viest atom (Ba),2 the next lowest involving those of the Cu2 atoms of the 
Cu02 planes (150cm-1). The remaining three modes are dominated by vi­
brations of the 02-03 plane oxygens (340, 440cm-1) and the apical oxygens 
(500cm- 1). 

In the tetragonal RE-123 structure (i.e., REBa2Cua06 , without chains) 
the 02 and 03 atoms are symmetry equivalent: a fourfold rotation transforms 
one into the other. The corresponding z-polarized Raman phonons are thus 
expected to be mixed (02 and 03). They split into two linear combinations, 
one in which 02 and 03 of a given plane vibrate in the same direction (fully 
symmetric, A19 rep of D4h) and the other in which they vibrate in opposite 
directions. The latter change sign upon a 90° rotation and thus behave like 
(x2 - y2 ) under the symmetry operations of D4 h (they are said to belong to 
the B 19 rep (rep= irreducible representation) of the D4h group, see Fig. 5.4). 

In the presence of the chains, the tetragonal symmetry is lowered to or­
thorhombic (D2h)· The A19 and B19 modes both become A 9 (in the D2h 
notation) and mix. The amplitudes of the 02 and 03 displacements are then 
no longer equal. We recall, however, that the symmetry can be lowered to 
D2h in a different way, i.e., by applying a distortion along the (x+y) diagonal 
of the unit cell. In this case, the B 19 mode of Fig. 5.4 remains odd upon refle­
ction on the (x+y) plane which still is a symmetry element: The amplitudes 
of the 02-03 vibrations remain equal in the mixed modes. This case obtains 

2 Note that modes of the same symmetry mix and, strictly speaking, cannot be assigned 
to the vibrations of a single type of ion. 
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Fig. 5.4. Schematic diagram of the eigenvectors of the A 19 (right PC) and B 19 

(left PC) Raman-active phonons (D4h notation) of Y-123. These eigenvectors are 
only approximate in the D2h modification of Y-123 but exact in D 2h(45°) Bi-2212 

for the bismuth superconductors3 (e.g. Bi-22(n- 1)n). A more detailed dis­
cussion of phonons in high-Tc superconductors and their symmetries can be 
found in (12,13,46]. 

Table 5.1 displays the characters of the irreducible representations (reps) 
of the orthorhombic D2h point group which corresponds to the symmetry of 
k = 0 excitations in RE-123, RE-124, and Bi-22(n -1)n (keep in mind, how­
ever, the 45° axes rotation in the latter HTSC, as mentioned in the caption 
of Table 5.1). This table also shows the polarization configurations allowed in 
the first order Raman and IR spectra and the compatibility relations for reps 
when the symmetry is raised from D 2h to D 4h. These compatibility relations 
in the D 2h case are different from those in the D2h(45°) case. 

Because of their dominant strength, we discuss the Raman tensors cor­
responding to the A9 modes of Table 5.1 (D2h symmetry). They have the 
general form: 

(
a 0 0) 

R(A9 ) = 0 {3 0 . 
0 0 'Y 

(5.1) 

Let us recall that the Stokes- Raman efficiencies S (in appropriate units) are 
obtained by contracting the corresponding tensor R with the unit vectors 

3 The Raman-active phonons of Bi-2212 have been recently observed also in the inelastic 
tunneling spectrum (47] . 



164 M. Cardona 

of the incident and scattered electric fields, eL, and eg and squaring the 
magnitude of the contracted product: 

(5.2) 

where nB is the Bose-Einstein statistical factor (for anti-Stokes scattering 
nB + 1 must be replaced by nB, see Chap. 1). 

We have mentioned that for D2h symmetry there are five A9 phonon 
modes for the structure of Fig. 5.1. In the D4h case (and also for D2h(45°)) 
only four A19 (A9 for D2h(45°)) obtain. The fifth mode (B19 symmetry) 
has the pattern shown on the left in Fig. 5.4, which corresponds to x2-y2 
symmetry (this also seems to be the symmetry of the superconducting gap, 
see Sect. 5.3.2, also that in which the two-magnon spectrum is strongest, see 
Sect. 5.6). The Raman tensor of B19 phonons has the form 

(~~aD (5.3) 

Equations (5.2) and (5.3) imply similar scattering strengths for xx and yy 
polarizations, while in the D2h case of an untwinned RE-123 crystal the 
corresponding strengths should be different. A 50% twinned crystal, however, 
should also lead to the same intensities under xx and yy polarizations. Note 
that for D2h(45°) symmetry the tensor of (5.3) remains exactly valid for the 
B 19 mode. An additional constraint must also be introduced in (5.1) if the 
symmetry is raised to D4h: the diagonal elements a and {3 must be equal 
and therefore the xx and yy spectra must have the same intensity for A 19 

modes. The same property should hold for the B 19 phonons. This will also be 
true, on the average, for any 50% twinned crystals, a fact that was early used 
to identify the first untwinned Y-123 HTSC samples [41) (see Fig. 5.3). We 
conclude the discussion of the A9 modes of RE-123 by mentioning that (5.3) 
remains approximately correct even for D2h symmetry (the orthorhombicity 
is produced by the chains, which are far from the vibrating planes). It can 
then be used to identify unambiguously the phonons of quasi-B19 symmetry 
(left part of Fig. 5.4): They appear for eL ,...., (x + y) andes ,...., (x- y). For 
the case eL II es' with eL at an angle cp respect to the x-axis, the scattering 
intensity should be proportional to cos2 2cp, whereas for eL .l es that intensity 
should be proportional to sin2 2cp. These cloverleaf-like patterns provide an 
unambiguous signature for the B19 modes. For B29 modes (xy symmetry), 
the sin2 2cp pattern corresponds to eL II es and cos2 2cp to eL .l es. 

Next we discuss briefly the phonon Raman spectrum of the RE-124 HTSC, 
in particular Y-124 (YBa2Cu40s). This compound has a fixed oxygen stoi­
chiometry and its single crystals are also untwinned (possibly because of the 
high stability of the double chains). The xx- yy anisotropy, corresponding 
to the fact that a ¥- {3 in (5.1), can be clearly seen in Fig. 5.5. This spec­
trum exhibits two additional A9 modes when compared to that of Y-123: 
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The 01 mode at 603cm- 1 and the Cu1 mode at 247cm-1 . These modes 
become Raman active because of the existence of two chains per PC. The 
other phonon modes in Fig. 5.5 peak at 103cm-1 (mainly Ba vibrations), 
150cm-1 (mainly Cu2), 340cm-1 (02-03, B19-like), 439cm-1 (02 + 03), 
and 502cm- 1 (mainly vibrations of the apical oxygens 04). Note the large 
differences in the xx and yy intensities of some of these A9 modes, which are 
a signature of the orthorhombic, untwinned structure of the material. 

Before closing this brief survey of the phonon Raman spectra of HTSC we 
consider Nd-214, the prototype of the n-type superconductors, whose PC is 
shown in Fig. 5.2 [49]. This material has tetragonal D4h symmetry. The Cu 
ion is at a center of inversion and does not generate Raman active phonons. 
The two Nd atoms of a PC are connected by the inversion and give rise to 
a Davidov pair, one of whose components (at 228cm-1) has the Raman­
active A 19 symmetry. The two oxygen ions placed between Nd-planes are not 
at a center of inversion and therefore they also generate a Davidov doublet. 
It is easy to see that the vertical (along z) vibrations of these oxygens, even 
with respect to an inversion center (e.g., copper), have the same pattern as 
the B 19 mode of Fig. 5.4. The peak observed at 328cm-1 obeys the selection 
rules (cloverleaf pattern vs. 'P) which correspond to the B 19 symmetry and 
therefore its identification is definitive. 

We discuss next disorder induced vibrational Raman spectra and illustrate 
them with the case of the Raman forbidden phonons of Cul and 01 ions 
in YBa2Cu3 0 7_.s. The corresponding vibrations become allowed when the 

0 200 400 600 800 
Raman Shift (em_,) 

Fig. 5.5. Raman spectra of YBa2Cu40s for incident and scattered polarizations 
parallel to the x(xx), y(yy), and z(zz) axes, measured at 300K with the 514nm 
argon ion laser line (48] 



166 M. Cardona 

3000 

(j) 2500 
~ 
c: 
::J 2000 

..0 ..... 
~ 1500 

~ 
·~ 1000 
Q) ..... 
c: 

500 

A.L=5660A 

(x,x) 

o~~~~~~~~~~~~~~ 

0 200 400 600 800 

Stokes Shift (cm-1) 

Fig. 5.6. (a) Raman spectra of a YBa2Cu307 taken at 300 K with a laser frequency 
of 2.19eV for polarizations perpendicular to the chains (xx), and parallel to the 
chains (yy). The sample was a nearly optimally doped (Tc == 90 K) untwinned 
crystal. Graphs are vertically offset for clarity. The labels x and y correspond to 
the crystalline ii and b directions, respectively. (b) Comparison of spectra of the 
dark-cooled state with the light-soaked state at 4 K (yy) . The metastable state of 
the bottom spectrum appears after extended exposure to light with 1iw > 2.2 eV. 
From (51) 

chains are oxygen deficient, i.e., for o =f. 0 (50]. This fact manifests itself 
through the appearance of two rather sharp peaks at '"" 230 and 600cm-1 

(see Fig. 5.6).4 

It has been shown by Wake et al. [51] that these defect-induced modes 
exhibit a very rich phenomenology: 

(1) First of all, they are strongly resonant (by a factor of 10) for 1iw ~ 2.2eV, 
close to the yellow line of the Kr+ -laser. 

(2) They are much stronger in the yy than in the xx configuration. See 
also (50].5 

(3) The peak at 230cm-1 can be bleached at T :=:; lOOK (see Fig. 5.6) by 
soaking the measured spot with light of photon energy larger than 2.2 eV. 

4 Note that these frequencies are very similar to those of the A9 modes of Y-124 cor­
responding to 01 (605 cm- 1 ) and Cu1 (250 cm- 1 ). This supports the assignment made 
above. 
5 This is also the case for the corresponding peaks of Y-124 seen in Fig. 5.5. 
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The bleached peaks reappear when the sample is warmed up to tempe­
ratures higher than 180 K. 

Possible explanations of these fascinating phenomena have been presented 
in [51] but the details are still not understood. The metastability and quen­
ching properties may be related to the tendency to separate into differ­
ent phases found in YBa2Cua01-o depending on treatment (52,53]. When 
8 = 0.5, for instance, the 01 ions can be disordered or adopt a fully ordered 
stoichiometric orthorhombic (so-called 011) structure in which every second 
chain in the x - y plane is missing. 

Then-type HTSC RE2-xCexCu04 (RE = Gd, Sm, Eu, Nd, Pr, structure 
T' in Fig. 5.2) also shows, for x-I= 0, a sharp Raman peak at~ 580cm-1 . This 
peak, which is strongly polarized in the zz configuration, is not present for 
x = 0. It has been conjectured that it is activated by the Ce-related disorder 
(54,55]. Its high frequency suggests that it is related to oxygen vibrations. 
This conjecture has been demonstrated through isotopic substitution 160 
---+ 180: the peak shifts like the square root of the oxygen mass. Since this 
vibrational mode is incompatible with the stoichiometric T' structure, it has 
to be attributed to the perturbation produced by the cerium on the oxygen 
vibrations. A Ce ion close to one of the 0 2 planes of Fig. 5.2 (T' structure) 
makes Raman active the mode in which all 0 2 vibrate in the same direction 
along c, although it is not likely that this local, bond-bending-like mode 
could reach frequencies as high as 580cm-1 . Another possibility is interstitial 
oxygen placed at midpoints between the Nd (or Ce) and Cu ions along z when 
Ce is present. Different types of local environments, some of them possibly 
related to the 580 em - 1 mode, are also observed in the crystal field transitions 
of the Nd3+ ions in Nd2-xCexCu04 [56]. 

We have discussed, in connection with Fig. 5.4, the effect of symmetry on 
the phonon eigenvectors that correspond to the vibrations of the 02 and 03 
atoms. In the case of tetragonal RE-123 (and also for orthorhombic Bi-1212) 
there is only one phonon mode of B 19 symmetry. Correspondingly, this mode 
does not mix with any others; its eigenvector, illustrated in Fig. 5.4, is de­
termined solely by symmetry. There are, however, four A19 modes (five A9 

modes for orthorhombic Y-123 where both A19 and B19 become A 9 , see the 
representations of the D2h group in Table 5.1) for which the vibrational pat­
terns of the different atoms involved are expected to mix to some degree. 
Actually, since their frequencies are well separated (115, 150, 440, 500cm-1) 

the admixture is expected to be weak. 
The available knowledge concerning phonon eigenvectors, especially for 

complex crystals such as the high-Tc superconductors, is relatively scarce. 
It is nevertheless important for the calculation of physical properties such 
as isotope effects and electron-phonon interactions. We have assigned the 
115cm-1 mode predominantly to Ba vibrations and the 150cm-1 mode to 
vibrations of Cu2 atoms. This assignment has been confirmed by isotopic sub­
stitution experiments [57]: If the 150cm-1 mode is due only to Cu it should 
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shift like the inverse square root of the average copper mass when replacing 

the copper isotope 63Cu by 65 Cu. It should, however, remain invariant when 

replacing barium isotopes. By performing various isotopic replacements it is 

possible to determine quite accurately the eigenvectors of these modes. As 

an example we show in Fig. 5.7 the effect of the substitution of 138Ba by 

134Ba [57]. Here the 115 cm-1 mode shifts as corresponds to the Ba mass 

while the 150 em - 1 mode barely shifts, thus confirming the nearly unmixed 

nature of these modes. Careful fits to the measured lineshapes yield the ei­

genvector amplitudes listed under "experiment" in Table 5.2. 

During the past decade several methods have been developed for calcu­

lating ab initio the phonon frequencies and eigenvectors from the theoretical 

electronic band structure. They involve the evaluation of the total energy 

10K 

1 00 11 0 120 130 140 150 160 170 
-1 

Raman Shift (em ) Raman Shift (em -1) 

Fig. 5.7. The lowest frequency A 9 Raman phonon modes of YBa2Cu307 for two 

different Ba isotopes ( • 138 Ba and o 134 Ba). The solid and dashed lines represent 

fits with Fano lineshapes. From [57] 

of a crystal as a function of a static phonon displacement (frozen phonon) 

and thus determining the equilibrium position (corresponding to the mini­

mum energy) and the restoring force constant (the coefficient of the qua­

dratic term of the expansion of energy vs. displacement). Table 5.2 shows 

the frequencies calculated by different authors for the 115 and 150 em - 1 A9 

phonons of Y -123, together with the eigenvectors that express the Ba-Cu ad­

mixture in these modes. We note that while the experiment indicates nearly 

pure atomic vibrational modes (as expressed by the square of the eigenvector 

components of Table 5.2) the calculations based on the local density approxi­

mation (LDA) to the exchange and correlation potentials yield almost equal 



5 Raman Scattering in High-Tc Superconductors 169 

Table 5.2. Calculated eigenvectors of the two lowest A 9 Raman phonons of 
YBa2Cu307 compared with experimental results 

cm- 1 Ba Cu2 

116 0.93 =j=0.33 experiment [57) 
95 0.65 0.75 LMTO-LDA (58) 

105 0.81 0.59 LAPW-LDA (59) 
103 0.92 0.40 LAPW-LDA [60) 
115 0.93 0.36 LAPW-GGA [60) 

150 0.33 ±0.93 experiment [55) 
130 0.76 -0.65 LMTO-LDA [58) 
127 0.59 -0.80 LAPW-LDA (59) 
130 0.40 -0.92 LAPW-LDA (60) 
144 0.36 -0.93 LAPW-GGA (60) 

admixture of Ba and Cu vibrational amplitudes. More recent calculations, 
in which a more sophisticated ansatz for exchange and correlation was used 
(the so-called generalized gradient approximation, GGA), agree quite well 
with the experimental results (see Table 5.2). The LDA-based calculations 
apparently slightly overestimate the off-diagonal elements of the dynamical 
matrix, which then leads to an admixture of the eigenvectors that is too 
large [57,61]. 

The eigenvectors of the Raman phonons in Y-123 are fairly simple. How­
ever, they become more complex (through stronger admixture of atomic vi­
brational patterns) for crystals with a larger number of atoms in the primi­
tive cell. An example is provided by Y-124, a material with two parallel CuO 
chains per PC, staggered with respect to the constituent atoms (Cu on top 
of 0 and vice versa) [62]. As already mentioned, the inversion centers that 
for Y-123 were at 01 and Cu1 are shifted, for Y-124, to the midpoints of the 
Cu-Cu and 0-0 atoms in the double chains. 

The even vibrations corresponding to the additional chains are Raman 
active, while their odd counterparts remain IR active (these modes were Ra­
man inactive for the single chains of Y-123). Extensive isotopic substitution 
experiments have yet to be performed for Y-124, although its phonon fre­
quencies have been determined by Raman spectroscopy [63]. The only infor­
mation available on eigenvectors was obtained for the A9 modes by an ab 
initio method [64]. It is summarized in Table 5.3 together with the calcula­
ted and measured frequencies. Note that for this material the calculated Ba 
and Cu(2) phonon eigenvectors are nearly unmixed. However, the "additio­
nal" Cu1 and 01 (chain) modes mix quite considerably. A stronger mixing is 
expected simply on the basis of the larger number of atoms per PC. 

Implicit in the above discussion of eigenvectors of phonons with k = 0 
(T-point of the BZ) is the fact that they must preserve the center of mass 
(otherwise the crystal flies away as a whole!). This happens automatically for 



170 M. Cardona 

Table 5.3. Calculated frequencies and eigenvectors of the A9 Raman-active modes 
of Y-124 (64] For comparison, the measured A 9 frequencies are also given in (63]. 
Underlined entries identify the strongest component of each eigenvector 

Frequencies (em- 1 ) 

Calculated Measured Predominant Ba Cu(2) Cu(1) 0(3)-0(2) 0(3)+0(2) 0(4) 0(1) 
mode 

89 103 Ba -0.92 -0.29 -0.21 +0.03 -0.07 +0.06 -0.13 
169 150 Cu(2) +0.33 -0.93 -0.08 +0.04 -0.11 +0.01 -0.02 
270 247 Cu(1) -0.22 -0.15 +0.83 +0.03 -0.03 -0.31 +0.39 
393 340 0(3)-0(2) +0.01 +0.01 -0.03 +0.94 +0.27 +0.16 +0.14 
426 439 0(3)+0(2) +0.05 +0.13 -0.08 +0.33 0.77 -0.47 -0.22 
489 502 0(4) +0.01 -0.06 -0.13 +0.01 +0.56 -0.77 -0.29 
576 603 0(1) -0.02 +0.01 -0.49 -0.08 -0.06 -0.27 +0.82 

the Raman modes of a pair of equivalent atoms since they move in opposite 
directions. For the IR modes, however, the atoms of a "Davidov" pair both 
move in the same direction and therefore there must be other nonequivalent 
atoms moving in the opposite direction so as to leave the center of mass 
at rest. This results in a contribution of more atoms to a given IR mode 
than in the case of Raman-active modes. Thus far no ab initio calculation 
of IR-active eigenvectors of Y-123 is available. Nonetheless, we have at our 
disposal a number of semiempirical lattice dynamical calculations based on, 
e.g., the shell model. We display what seem to be at this point the most 
reliable calculated eigenvectors for the IR-active modes, polarized along z 
(B1u symmetry) ofY-123 [46,57]. Their reliability has been assessed by means 
of several isotopic substitutions [57]. 

The B1u eigenvectors (IR-active along z according to Table 5.1 in D2h 

notation) are important for the analysis of the IR spectra, specifically those 
measured with a z-polarized electric field. They enable one to determine 
transverse effective charges eh, associated with each atom i, from the di­
mensionless oscillator strengths Si extracted for the various B1u phonons 
(labeled by j) from the IR spectra, using the expression: 

S· _ 471" [Eehuij] 2 

J - v 2 .., 2 ' 
WTOJ LJiffiiUij 

(5.4) 

where WTo3 is the jth TO-vibrational frequency (65) (note that theIR-active 
phonons split into TO components, vibrating perpendicular to k and an LO 
component, parallel to k, at a higher frequency) and Uij is the corresponding 
vibrational amplitude of atom i related to the eigenvector component eij 
through: 

u,; ~ J 2~w; ••; · (5.5) 
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In (5.4) the quantity Vrepresents the volume of the PC. It has been shown [57] 
that the eigenvectors of Table 5.4 lead, when combined with experimental os­
cillator strengths Si using (5.4), to values of eh close to the nominal valence 
charges, a fact that adds some credibility to those eigenvectors. 

One comment with respect to the even counterparts of the odd eigenvec­
tors of Fig. 5.4 is in order. The A19 mode has as IR-active (B1u) counterpart 
(i.e., the Raman mode with the closest vibrational amplitudes) the 370cm-1 

mode of Table 5.4. Note that, as discussed above, the corresponding B 1u ei­
genvector also involves the motion of yttrium, in a direction opposite to that 
of 02, 03 so as to conserve the center of mass. The B 19 mode (D4h notation), 
however, has as B1u counterpart an eigenvector in which basically only the 
01-02 oxygens move. Since they already move in opposite directions in each 
plane, the center of mass is automatically preserved, exactly if the symmetry 
is D4h, in which case the mode is neither IR (no dipole moment is associated 
with the displacement pattern) nor Raman active. In this case one speaks of 
a silent mode. When the D4h symmetry is lowered to D2h the 02 and 03 
amplitudes do not have to cancel exactly and a small, residual IR activity 
remains. However, according to (5.4), the small resulting sum of the 02-03 
amplitudes must be squared. Therefore the optical activity of the B1u-like 
mode (D4h notation) becomes nearly two orders of magnitude smaller than 
that of the 370cm-1 (02+03) B 1u mode (D2h notation): the "silent" 02-03 
mode has thus never been seen in the corresponding IR spectra. Inelastic 
neutron scattering has placed it at about 190cm-1 [66]. 

While IR and Raman activities are mutually exclusive (within the di­
pole approximation to the photon-electron interaction in centrosymmetric 
crystals), IR-active modes can be observed in Raman spectra under special 
circumstances [67]. This occurs for the LO components of poorly conduc­
ting (such as Y-123 for eL II c) or semiconducting samples (YBa2Cu305) 

Table 5.4. Normalized eigenvector components ei3 for the infrared-active B1u 
modes in YBa2Cu307-o determined from a shell-model calculation. The frequencies 
of the modes not observed in the spectra, most likely because of their weak oscilla­
tor strength, are given in brackets. The dominant contributions to the eigenvectors 
are underlined (57] 

wcalc. 
TO ey €Ba ecu{l) ecu(2,3) eo(I) eo(2) eo{3) eo{4) 

(cm-1 ) "Chain" "Plane" "Chain" "Apex" 

(94.7) 0.05 -0.263 -0.165 0.615 -0.149 -0.090 -0.113 -0.075 
150.9 0.134 -0.450 0.567 -0.022 0.131 0.141 0.163 0.269 
196.2 0.675 -0.138 -0.449 -0.099 -0.053 0.222 0.241 -0.183 

(307.5) -0.119 0.001 -0.073 0.039 0.096 -0.446 0.534 -0.002 
317.4 -0.196 -0.057 -0.285 0.068 0.912 0.126 -0.023 -0.014 
370.2 0.574 -0.019 0.180 -0.093 0.291 -0.422 -0.296 -0.041 
531.1 0.092 0.007 -0.485 -0.028 -0.091 -0.074 -0.072 0.602 
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near an electronic interband resonance (i.e., when the laser photon energy 
equals that of strong inter band electronic excitations). In this case the ele­
ctrostatic field that accompanies the LO phonons can couple to the initial 
and final electronic states involved in the resonant excitations (this is the 
so-called Frohlich interaction). This results in quadrupole-like Raman scat­
tering since the scattering efficiency is proportional to lkpl2. As we have 
already mentioned, this quantity is very small for normal visible lasers. It 
can, however, lead to considerable scattering efficiencies if an electronic reso­
nance is present [65). Such resonance is found in insulating YBa2Cu306 for 
AL = 676.4nm (liwL = 1.83eV). In YBa2Cu306, LO phonons at 206, 266, 
417, and 654cm-1 have been observed. They correspond to in-plane LO-like 
IR-active vibrations. Their strengths are proportional to the square of the 
corresponding transverse effective charges, as predicted by theory (65,67]. 

We show in Fig. 5.8 Raman spectra of nonsuperconducting PrBa2Cu30 7 . 

The two arrows point at two nominally Raman-forbidden, IR-active modes 
that become Raman allowed near resonance through the Frohlich interaction 
mechanism (for h II es, in-plane vibrations) [48). Similar work has been 
recently performed for La2Cu04 using a resonance that appears close to the 
1.16eV line of a Nd-YAG laser (68]. 

0 ~--~~~--~ 
50 100 150 200 

Stokes Shift (cm-1) 

Fig. 5.8. Raman spectra of PrBa2Cu307-o for different laser wavelengths and 
h II es perpendicular to the z-axis. The arrows point to the Raman forbidden 
modes that become Raman active near resonance through Frohlich interaction [48J 
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5.2.2 Raman Intensities, Raman Tensors 

As discussed in Chap. 1, the scattering cross section can be expressed in terms 
of Feynman diagrams. Simple mathematical rules enable us to transform these 
diagrams into integrals of algebraic expressions corresponding to the scat­
tering efficiency for the process under consideration [69]. Resonances (i.e., 
maxima) in the scattering efficiency appear for EJ.L = liwL and for Ev = liws, 
where EJ.L and Ev are the energies of the virtual intermediate electronic ex­
citations. The ratio of the scattered photon flux (per unit solid angle fl and 
unit path length) can be written as [65]. 

dS w[wsV I' R( ) , l2 - ~ eL . 1.1T • es dfl - c4 -L ' 

where 

R ·( ) _ L ax(wL) . 
JWL- 8 u, 

u· i • 

(5.6) 

(5.7) 

is the second rank Raman tensor for scattering by the jth Raman phonon 
and xis the susceptibility tensor. These equations (5.6) and (5.7) have been 
successfully used for evaluating scattering efficiencies for phonon scattering 
in rather simple crystals (e.g. diamond, silicon [65]). In spite of the complex 
PCs of high-Tc superconductors, electronic band structures were computed 
early and applied to calculating x(w). As early as 1990 these calculations were 
extended to evaluate the Raman tensors Rj(wL) of the five A9-like Raman 
phonons ofYBa2Cu3 0 7 (i.e., Y-123) (70]. These calculations yielded values of 
the scattering efficiency dSj dfl which were in agreement with experimental 
data, including resonances in dS / dfl vs. laser frequency WL. 

The evaluation of (5. 7) requires knowledge of the components of u on the 
various atoms labeled by i (ui)· For the A9 modes of Y-123 these eigenvec­
tors are fairly well known (see Table 5.2). By adjusting these eigenvectors 
somewhat, so as to bring the calculated dS/ dfl into as good an agreement 
as possible with the measured efficiencies vs. WL (the so-called resonance 
profiles), it is possible to improve the quality of the eigenvectors. In this 
manner, the authors of [70] were able to confirm that the Cu and Ba A9 modes 
are indeed nearly unmixed and also that the 435cm-1 (02+03) modes must 
have considerable admixture of the 500cm- 1 mode of the apical oxygens. 

Ab initio calculations for Raman tensors have also been performed for 
Y-124 [48]. Results for the scattering efficiency vs. WL calculated using the 
eigenvectors of Table 5.3 are shown in Fig. 5.9. They correspond reasonably 
well to the experimental data. Particularly rewarding is the agreement found 
for the absolute scattering efficiencies. 

5.2.3 The Phases of the Raman Tensors 

The Raman tensor Rj(w) for the jth Raman phonon of an insulator is real 
below the lowest absorption edge. Above this edge, and also everywhere in 



174 M. Cardona 

,......... • .... en 
I 
E 

1~ 
Q) 

"o 

2.0 
1.5 
1.0 
0.5 
0.0 

10.0 

5.0 

2.0 2.5 
Energy (eV) 

5 

3.0 

Fig. 5.9. Raman scattering efficiencies for the A9 apical 04 phonons of Y-124 
versus WL [normalized to (1iw)4] calculated from the LMTO-LDA band structure 
(see text) for the (xx), (yy), and (zz) configurations. The solid lines represent the 
efficiency for the unmixed modes of 04 while the dashed Jines give the efficiencies 
calculated for the corresponding mixed eigenvector of Table 5.2. The points are 
experimental [48] 

the case of a metal, it is complex, corresponding to the fact that the sus­
ceptibility tensor x(w) is complex. For a tetragonal (or orthorhombic) crys­
tal, Rj(WL) has two (three) independent complex diagonal components at 
each laser frequency WL, each of which can be represented by a magnitude 
R and a phase r.p. For polarizations eL and es parallel to the tensor axes, 
only the corresponding magnitude of the Raman tensor can be determi­
ned by spontaneous Raman scattering, which is an incoherent process. It 
is possible, however, to determine the relative phases of two diagonal com­
ponents of R(WL) by using polarizations tilted with respect to the crystal 
axes. This has been recently done for Sm-123 by Strach et al. [71]. The 
samples were twinned thin films and thus had average D4h symmetry. The 
phase difference between Rxx ( w) ( x is the average of x and y) and Rzz ( w) 
was determined for the 114, 146, 428, and 506cm-1 z-polarized phonons as 
follows. 

A thin film of Sm-123, oriented with the z-axis in the plane, was deposited 
on a (110) surface of a SrTi03 crystal. The Raman efficiencies for the four 
A19 (in D4h notation) phonons were measured as a function of the angle e 
between eL and z, both for eL II es and h ..L es. Results for eL II es are 
shown by the dots in Fig. 5.10. They were fitted with the equation (obtained 
from (5.2)): 

lu (w, 8) = ci sin4 e + ,.l cos4 e 
+ 2a')' sin2 e cos2 e cos( 'Pa - r.p"') ' (5.8) 
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where a and r represent the magnitude of the xx and zz components of 

the Raman tensor and <pa, cp1 the corresponding phase angles. The solid 

lines in Fig. 5.10 display the best fit with (5.8) which yields the values of 

'Po., ='Po.- cp1 given in the figure. The dashed (dotted) curves represent the 
fits obtained when setting 'Po., = 0 ( 'Pcxr = 1r). 
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Fig. 5.10. Raman intensities /11 (e) of the four A19-like phonons of SmBa2Cu307-o 

at room temperature measured on a (110) surface in parallel polarization as a func­

tion of angle e. Solid symbols correspond to experimental values determined from 

the spectra by numerical fits. Solid lines represent the results of a least squares fit 

of (5.8) to the data. The best fit values for <pa, = <pa - <p, are given in the figures. 

The dashed and dotted lines show intensity functions calculated by using the same 

values /o:/ and /r/ as determined for the best fit, but phase shifts <pa, = 0 and 

<pa, = 1r, respectively [71] 
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The dependence of I11 on 8 is expected to be different for each laser fre­
quency. We show in Fig. 5.11 the anisotropy ratio la/cl and the phase diffe­
rence 'Pac for the 146cm-1 . Cu2 modes vs. WL- The solid curves represent the 
results of calculations for Y-124 [48]: when performing this work calculated 
values for 'Pac were not available for Sm-123. 
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Fig. 5.11. Anisotropy ratio and phase difference between the Raman in-plane ten­
sor components of Sm-123 parallel and perpendicular to the planes. The points are 
experimental. The lines were calculated from the Raman tensors of Y-124 (48,71] 

5.3 Scattering by Intraband Electronic Excitations 

5.3.1 Normal Metals 

Two types of Raman scattering by electronic excitations can be observed in 
crystals 

(a) Interband excitations from an occupied (at least partly) to an unoccupied 
band. These transitions are possible in insulators (or semiconductors) as 
well as in metals. If parity is a good quantum number (i.e., in the presence 
of inversion symmetry) the scattering Hamiltonian couples, in the dipole 
approximation, only electronic states of the same parity. 

(b) Intraband excitations in the case of metals or doped semiconductors. The 
resulting excitations are automatically even since the initial and final 
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Bloch functions are nearly the same (at least for low energy excitations). 
Nevertheless, low frequency excitations in clean metals cannot be pro­
duced by optical techniques because of the small transfer wavevectors k 

associated with the optical excitations. The problem is schematically il­
lustrated in Fig. 5.12a: For any given initial states below EF there are 
no final states with energy fiw = fiwL - fiws and k = kL - k8 . Nor are 
such excitations found in IR spectroscopy, where k is even smaller. This 

problem is related to the so-called Landau damping: in order to obtain 

excitations in a clean metal at a frequency w one must have a minimum 
transfer of wavevector: 

k 

kF 

w 

2wF' 
(5.9) 

where fiwF represents the Fermi energy(~ 1 eV) and kF is the magnitude 
of the Fermi wavevector, which in a metal is of the order of 1r j a. For 

fiw c::; 0.05eV, equation (5.9) requires k c::; 0.03kF, a value too high to be 
reached with standard optical photons (see Fig. 5.12a). 

(a) (b) 

k 

Fig. 5.12. (a) Schematic diagram of the conduction band structure and the Fermi 

surface of a metal in the normal state. EF represents the Fermi energy. The arrow 

labeled liw symbolizes intraband excitations which are optically forbidden in the 

electric dipole approximation (no real final state). (b) Corresponding diagram for 

the superconducting state. Note that the pair-breaking transitions become allowed 

We have discussed, so far, the clean limit. In the so-called dirty limit, im­

purities, phonons, surfaces and other crystal "defects" or higher order many­

body interactions produce a short electron mean free path l which results 

in a smearing of the scattering k-vector by an amount 1/l. For l sufficiently 

short, (5.9) can then be satisfied with optical spectroscopies: both Raman 

scattering and IR absorption can induce intra band (so-called pair breaking) 

electronic excitations. The exact clean limit can never be reached since, in the 

best of the cases, we have scattering by acoustic phonons and also by many­

body electron-electron interactions. Correspondingly, metals always absorb 
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somewhat in the IR: except as very thin films, they never become trans­
parent. Actually, below the screened plasma frequency Dp, the reflectivity 
equals one in the clean limit, so that even if the metal is not lossy, it com­
pletely reflects the light and, thus, becomes opaque. Consequently, infrared 
spectra are determined by both, the real and the imaginary parts of the sus­
ceptibility x 1 (w) and X2(w), respectively. A very precise novel technique, that 
of FT-ellipsometry [72], has been recently successful for the determination of 
x1 (w) + ix2(w) in high-Tc superconductors [73], especially using synchrotron 
radiation as a source [29]. 

Returning to Raman scattering, the scattering Hamiltonian is obtained 
from that of a free electron: 

H = -1- (P + :_A) 2 

2m c 
(5.10) 

by replacing A by the sum of the incident and scattered vector potentials 
A= AL +As. This leads to the Hamiltonian for Thompson scattering: 

(5.11) 

This Hamiltonian is equivalent to a static (longitudinal) electric potential. It 
produces, as a response, a charge density fluctuation which, at low frequen­
cies, becomes screened by the dielectric response of the metal. The resulting 
scattering efficiency is 

(5.12) 

where w = WL- ws, x(w) is the electric susceptibility of the free electron gas 
and Eo the remaining background dielectric constant (due mainly to electronic 
interband excitations). Using for x(w) the Drude expression: 

[]2 
- p 

X - -t:o w(w + ir) ' (5.13) 

we find from (5.12) a scattering spectrum that vanishes for w -+ 0 but peaks 
at the screened plasma frequency Dp: 

D = (47rNe2) 1/2 ' 
P t:om 

(5.14) 

where N is the concentration of free carriers (per unit volume). In Y-123, 
fiilp ~ 1 eV for in-plane electric fields. This frequency, which is quite large 
(for Raman spectroscopy) and overdamped (r ~ w), has not been seen in the 
Raman spectra. It can be indirectly estimated from the frequency at which 
t:1(w) = t:o + 47rXI(w) vanishes. 
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Equation (5.11) represents the behavior offree electrons. In ordinary me­
tals, however, free electrons are subject, in addition, to a periodic crystal 
potential V ( r) which leads to folding of the electron energy bands into the 
first Brillouin zone and the appearance of interband transitions between the 
occupied and the unoccupied folded bands. These transitions are induced by 
the p· (AL +As) terms of (5.10). Neglecting resonance effects, i.e., assuming 
that WL and ws are quite far from resonant interband electronic transitions, 
it is possible to use k · p theory [7 4-76] and eliminate the crystal potential by 
introducing an inverse tensor effective mass p,-1 . Equation (5.11) can thus 
be generalized to read: 

(5.15) 

The accuracy of the non-resonance assumption that leads to (5.15) is hard to 
verify. Calculations of scattering efficiencies without this assumption suggest 
that (5.15) is semiquantitatively correct for high-Tc superconductors when 
using ordinary laser frequencies [75]. Strong deviations from the predictions 
of (5.15) are found at the direct gaps of semiconductors [74,77,78]. 

For a metal in which all electrons are described by the same p,-1, with 
the same orientation of the axes of the mass tensor, the perturbation Hamil­
tonian (5.15) also leads to screened low energy excitations and a peak at the 
plasma frequency, which depends on the directions of AL and As if p,-1 is 
anisotropic (i.e., in noncubic crystals). A more interesting case is that in which 
there are two or more groups of carriers with different masses (this includes 
HTSC with two or more sheets of the Fermi surface, such as for Y-123). It can 
even happen in cubic crystals such as silicon [74,77]. It also applies to a single 
Fermi surface sheet provided p,-1 varies significantly around that sheet. In 
these cases it is possible to scatter via partly unscreened low frequency ex­
citations: two (or more) terms induced by (5.15) with different masses can 
combine to yield carrier fluctuations with zero charge but nonzero expec­
tation values of the Hamiltonian (5.15) [79]. Such unscreened multicarrier 
Raman processes have been profusely studied for semiconductors [74,77,78). 
They also appear in the normal state of high-Tc superconductors [79]. In the 
latter case the frequency dependence of the scattering efficiency (actually the 
lack of it!) led Varma et al. (80] to postulate the existence of a marginal Fermi 
liquid. 

The following simple phenomenological expression has been often used to 
account for the Raman efficiency of electronic scattering in a metallic system 
with a distribution of carrier masses [77,79]: 

~S wFB 
8w8{} =[I+ nB(w, T)] w2 + F2 ' 

(5.16) 
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where r represents the scattering rate and B (dimensions: L- 1T) is given 
by: 

(5.17) 

where ( ... )F represents an average over the Fermi surface. 
The components of the J.L- 1 tensor are given by: 

-1 -2 ( {)2 E ) 
Jlij = 1i 8k·8k. 

2 1 EF 

(5.18) 

The derivatives in (5.18) have been evaluated for Y-123 and Y-124 from 
the electron energy bands calculated ab initio with the LMTO-LDA method 
[81,82] Using reasonable values of the loss parameter F(w, T) obtained wi­
thin the marginal Fermi liquid model (i.e., basically proportional to w or to 
T, whatever the larger, or, in analytical form rex y'[awj2 + T 2 , with a an 
adjustable parameter of the order of unity), it was possible to calculate abso­
lute values of the electronic scattering efficiencies of high-Tc materials in the 
normal state that are in semiquantitative agreement with experimental data. 
Such data are obtained in the form of different symmetry components of the 
Raman spectra generated by using different configurations for the incident 
and scattered polarizations. The different irreducible symmetry components 
correspond to different symmetrized components of J.L- 1 : a symmetric second 
rank tensor possesses, within the D4 h point group, two components of A19 

symmetry (JL-;z1 and JL;J + J.Li:.J), one of B 19 symmetry (JL;;}- Jlyy1), one of B 29 

symmetry (JL;J), and one of E9 symmetry (doubly degenerate, 11;} = JL:y}). 
Since the electronic band structure of high-Tc materials is nearly two dimen­
sional (it may be exactly two dimensional if carrier hopping between Cu02 

planes along z is incoherent, as often assumed), all inverse masses with one 
or two indices z can be safely set to zero (i.e., Raman scattering for the cor­
responding polarizations is very weak [83]). We are then left with the mass 
components 11;1 + JL:YJ, JL;;}- JL:YJ and JL;J, which must be contracted with eL 
and es, squared, and averaged over the Fermi surface (or surfaces) in order to 
obtain the scattering efficiency. The so-called B 19 component of the spectra 
(x2 -y2 symmetry) is obtained for eL .l es II (x+y) while B2g (xy symmetry) 
is obtained for eL .l es II (x). In order to determine the Alg component, we 
must calculate linear combinations of spectra for eL II es and the Blg or B2g 

components measured for eL .l es (this procedure, unfortunately, introduces 
errors). For instance we find for h II es II x the symmetry components: 

1 1 
x2 = 2 (x2 + y2) + 2 (x2- y2) = Alg + B1g, (5.19) 

and for h II es II (x+y): 

(5.20) 
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In spite of the error bars inherent to the determinations of absolute cross 
sections, the agreement between measured and calculated quantities is rather 
remarkable (81,82]. 

As already discussed, Y-123 and Y-124 do not belong to the D4 h tet­
ragonal point group but to the orthorhombic D2h (although for the Cu02 
planes D4h should be a reasonable approximation). In D2h notation the (x, x) 
and (y, y) polarization configurations both have A9 symmetry but need not 
lead to the same scattering efficiency: scattering in the (y, y) configuration 
is usually twice as strong as (x, x) for Y-123 and Y-124. For these materials 
(x + y)(x- y) = (x2 - y2 ) becomes fully symmetric, so that three spectra 
of the same symmetry (A9 ) are found (corresponding to (y, y), (x, x), and 
(x + y)(x- y)]. Only the (xy) polarization configuration leads to a non-fully­
symmetric spectrum (B19 in D2h notation for Y-123 and Y-124). This is 
the case treated in [81,82]. We recall the fact, already discussed in Sect. 5.1, 
that there are two possible ways of lowering the D4h symmetry to D2h· One 
of them applies to Y-123, where the symmetry is broken by the presence 
of chains along y. The other obtains in the bismuth superconductors and 
corresponds to a distortion along x + y (we keep the x and y axes along 
the Cu-02, Cu-03 bonds). In this case the (xy) polarization configuration 
becomes fully symmetric (A9 ) while (x + y)(x - y) = (x2 - y2 ) reverses 
sign upon reflection against the (x + y) plane. Its symmetry remains B19 in 
the D 2h (45°) group (see Table 5.1). These symmetry considerations will be 
important in the next subsection. 

At this point, a few remarks about the screening A 9 spectra are needed. 
The screened scattering efficiencies are proportional to the mass variance 
[77,79]: 

(5.21) 

where F represents an average over the Fermi surface. The second term 
in (5.21) vanishes for nonsymmetric polarization configurations (e.g., B19 

and B 29 ) since a nonsymmetric function yields a zero average upon applica­
tion of all symmetry operations of a point group. This term represents the 
screening of the charge density fluctuations. Hence, B 19 and B 29 spectra are 
not screened. The A9 spectra, however, are fully screened if all carriers have 
the same mass tensor, as can be easily shown by taking the constant matrix 
elements out of the ( ... )F average: mass tensors varying around the Fermi 
surface are required if the symmetric spectra are not to vanish at low frequen­
cies. Otherwise we are back to the fully screened case in which only a peak 
at Dp is observed. 

Note that at high temperatures the statistical factor [1 +nB (w, T)] in (5.2) 
is equal to kBT/Iiw, and the marginal Fermi liquid model gives r oc T. 
Replacing these values into (5.16) we find a scattering efficiency independent 
ofT and w, in agreement with experimental observations. This was, in fact, 
the motivation of Varma et al. [80] for introducing the marginal Fermi liquid 
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(MFL) model. Within this model rex: w for kaT« 1i.w. This and (5.16) also 
yields a frequency independent scattering efficiency. 

In the past few years, some effort has been made to put the theory of 
the scattering parameter r on a more microscopic basis (84-86]. Usually, 
the general idea is to relate r ( w, T) to the imaginary part of an electron 
self-energy induced by emission and reabsorption of a virtual boson. Since 
the nature of this boson is not well known, however, one must accept some 
degree of phenomenology in this type of approach. The most logical choice 
for this boson is an antiferromagnetic fluctuation of the type considered as 
likely candidate for effecting the superconducting pairing. 6 

In most of the theoretical publications the scattering efficiency of (5.16) 
is recast into the form: 

(5.22) 

where XR(w, T) is the appropriate component of the so-called Raman suscep­
tibility tensor, which includes the mass vertex of (5.17), ro = e2 fmc? is the 
Thomson radius and the wavevector transfer has been set equal to zero as 
corresponds to the dipole approximation (long laser wavelength). Within the 
phenomenological model of (5.16) we have: 

( ) 1 11 wB 
XR w, t = XR + XR ex: ~r . 

W-1 
(5.23) 

The aim of the more recent calculations [84-86] has been to obtain analyti­
cal or numerical values for F(w, T) involving a physically transparent mech­
anism. As already mentioned, the usual ansatz corresponds to antiferromag­
netic fluctuations having wavevectors within a narrow range centered around 
~(±1, ±1, 0). Such wavevectors couple strongly points of the Fermi surface 
close to ~ (±1, 0, 0) with those around ~ (0, ±1, 0). Electrons at these points 
(the so-called hot spots) are, therefore, heavily damped. According to (5.16) 
the scattering efficiency will be small for small w ("' !j; :::::::: j!;, T < Tc) and 
large for large w ("' f :::::::: 1), with a crossover at w :::::::: r. This crossover can 
be seen in Fig. 5.13 for B19 and B29 components of x"(w, T) calculated and 
measured for an overdoped Bi-2212 sample.7 Note that the temperature de­
pendence of the B29 spectra in Fig. 5.13 is considerably weaker than that 
of the B19 spectra. This is related to the fact that the hot spots contribute 
strongly to B19 spectra (the B19 mass vertex is strongest at:::::::: ~(±1, 0, 0) and 
~(±1,0,0), i.e., at the hot spots while the B 29 mass vertex (xy symmetry) is 
strongest along the lines ~ ( ±~, ±~, 0) where only colder spots appear). 

6 For an analytical expression corresponding to this interaction see (13) in [85] or (16) 
of [84]. 
7 Note that most recent semimicroscopic calculations treat only B 19 and B29 spectra 
so as to avoid the complications associated with screening and with the experimental 
uncertainties [84-86]. 
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Fig. 5.13. Fit of the theory of (85] to the B1 9 and B 29 spectra reported in (87] 

for overdoped Bi2Sr2CaCu20sH (Tc = 55 K) at 60, 90, 150, and 200 K from top to 

bottom. From (85] 

It is of interest to consider the slope of x"(w, T) for w---+ 0, which accor­

ding to (5.23) should be proportional to r-1 . The inverse slopes r correspon­

ding to the calculations of Fig. 5.13 are plotted in Fig. 5.14 versus temperature 

for the B 19 and B 29 (D4 h notation) scattering channels of overdoped Bi2212. 

For the B 19 channel, a larger inverse slope is found at all temperatures, as 

expected from the hot spot argument given above. Note also that in the 

B 19 case, r is approximately proportional to T, as expected for a marginal 

Fermi liquid. When multiplying this T-dependence of r-1 by E, the high 

temperature, low frequency limit of [1 + n(w, T)], a temperature independent 

scattering efficiency is found, in agreement with the experimental observa­

tions for optimally doped samples. Figure 13 of [85] displays results similar 

to those in our Fig. 5.14 but for an underdoped sample. For the Bz9 channel 

the inverse slope turns out to be somewhat larger than for the B19 channel, 

the latter being approximately given by: 

r(T) ~ ro (1 + w-3r) . (5.24) 

When multiplying the result of (5.24) by the high temperature Bose­

Einstein factor we predict a considerable increase of EPS/8w8D with in­

creasing temperature which has been observed experimentally for Y-124, an 
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Fig. 5.14. Fit of the calculated inverse slopes of the Raman response for the two 
symmetry channels B19 and B29 . The inverse slope corresponds to the r of (5.16). 
From [85] 

intrinsically underdoped HTSC [27]. The authors of [27] performed measure­
ments for a Y-124 crystal under pressure: it is known that pressure increases 
doping in Y-124 which becomes optimally doped under a pressure of about 
10 GPa [88]. The Raman spectra measured as a function of pressure (both 
B 19 and B 29 components) yield spectra that depend on temperature follo­
wing the Bose-Einstein factor at atmospheric pressure while they become 
temperature independent at pressures of 10 GPa (:::::100 kbar) at which Y-124 
becomes optimally doped [88]. This type of investigation should be pursued in 
more detail, especially side-by-side with the theoretical work now in progress. 

5.3.2 Scattering in the Superconducting State 

Probably the first observation of a superconducting pair breaking gap by 
Raman spectroscopy was made by Lyons et al. [2]. We show in Fig. 5.15 
a spectrum measured in 1987 with unpolarized light for an untwinned crystal 
of Y-123 above and below Tc [41]. From this spectrum, which was taken on 
an (x, y) plane but with unpolarized light, the B 19 phonon that appears at 
340cm-1 has been subtracted. The polarized spectra of the superconducting 
phases, different for different polarizations, suggest the presence of an aniso­
tropic gap with nodes around the Fermi surfaces (a spectral weight is observed 
down to the lowest Raman frequency) [89]. The maximum gap revealed by 
Fig. 5.15 is 2Llo :::::o 350cm-1; for Tc :::::o 90K it leads to (2.10 /kBTc) :::::o 5.6, 
much larger than the BCS value (2Ll0 /kBTc ~ 3.6). These high values are 
typical for HTSC. 
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Within the framework of a BCS-like theory the pair breaking energy can 
be written as: 

(5.25) 

where Ek is the normal state energy of electrons and holes measured from the 
Fermi energy. Equation (5.25) indicates that in the superconducting state 
finite excitation energies LlEk = 2Llk become possible even for k -:::: 0 (see 
Fig. 5.12b): These excitations are not possible in the normal state, at least in 
the clean limit. Calculations for T < Tc and r ---t 0 should, therefore, yield 
a peak at the maximum value of 2Llk which we call Ll0 . Above this energy, 
however' the scattering efficiency calculated for r ---t 0 will tend to that 
calculated for the normal state [3,90,91], i.e., to zero. Calculations forT < Tc 
which include the effects of r and thus lead to a finite scattering efficiency 
even for fiw » 2Ll0 , have been published recently [84-86]. We discuss first 
the calculations for r ---t 0 and compare them with experimental results. 

When coupling spectroscopic Hamiltonians to pair breaking excitations 
one must include the so-called coherence factors which depend on the parity 
of that Hamiltonian [92]. It is easy to show that these coherence factors lead, 
in the case of IR spectra, to vanishing IR coupling in the clean limit (r--)- 0). 
Hence only for finite carrier mean-free-path can one observe the gap 2Ll in 
IR spectra. For Raman excitations, however, the coherence factors interfere 
constructively and a gap, similar to that in Fig. 5.15, should appear in the 
measured spectra. 

I I I ~ 

100 200 300 400 500 600 700 800 
Raman Shift (em') 

Fig. 5.15. Electronic scattering of a Y-123 single crystal for two temperatures. The 
points were obtained by subtracting the experimental data measured at T = 100 K 
from those measured at 4K (open circles) and at 89K (solid circles). From [41) 
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The lineshape for the pair-breaking spectra was early calculated by Klein 
and Dierker (93]. The corresponding scattering efficiency is given by 

(5.26) 

where the inverse mass p,-1 represents eL . JL- 1 . es, and F is the so-called 
Tsuneto function, an analytic function whose imaginary part is 

(5.27) 

Np being the density of electronic states at the Fermi surface. Note the close 
correspondence between the term in the curly brackets of (5.26) and (5.21): 
The second term inside the curly brackets of (5.26) represents the screening. 
Since F is fully symmetric with respect to the point group, the screening 
term vanishes if p,- 1 does not contain a fully symmetric component (of A9 

or A19 symmetry). However, if p, is constant around the Fermi surface (5.26) 
also vanishes regardless of the k-dependence of F. 

Equation (5.26) has been evaluated by several authors, with different theo­
retical models for JL- 1 obtained either from semiempirical expressions for the 
electronic bands (tight binding method) [3] or from ab initio LMTO-ASA 
band structures (82,90,91]. In some of these calculations the averages over 
the Fermi surfaces implicit in (5.26) were strictly performed (similar to the 
procedure required to evaluate (5.21)) while others take into consideration 
the fact that 2Llo can be a sizeable fraction of the Fermi energy, in which case 
a volume integration over the whole Brillouin zone may be more appropriate 
for handling the scattering efficiency than the Fermi surface integrations im­
plicit in (5.26) (91]. Several assumptions are made for the variation of Llk 
with k, the most popular ones being nowadays the assumption of a gap of 
B19 symmetry (in D4 h notation), i.e., either k;,- k;, cos k;,- cos k;, or cos 2t.p, 
where t.p is the angle of k with the x-axis. In [91] calculations were carried out 
for several scattering configurations using LMTO band structures and per­
forming both Fermi surface and Brillouin zone integrations. The results were 
shown not to be qualitatively different, the differences between the absolute 
scattering efficiencies calculated in the two ways just described only being 
important when there is a van Hove singularity near the Fermi surface. 

We show in Fig. 5.16 the efficiencies for various scattering configurations 
calculated for optimally doped Y-123 using a three-dimensional Brillouin zone 
integration (91]. In all cases the unscreened and the screening component, plus 
their difference (i.e., the total efficiency to be compared with the measured 
one) are given. The (xy) configuration is nonsymmetric and, as expected, the 
screening term vanishes. The (x'y') configuration [x' = (x + y), y' = (x- y)] 
would be nonsymmetric for the exact D4h symmetry (B19 ). The symmetry 
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Fig. 5.16. Theoretical electronic scattering efficiencies obtained by BZ integration 

for Y-123 in the superconducting state. Each of the six panels contains the calcu­

lated total absolute Raman efficiency for electronic Raman scattering and its two 
constituents, the unscreened and the screening part evaluated according to (5.26). 
From (91] 

of the calculated structure, however, is D 2h for which B 19 becomes A9 (fully 
symmetric): Hence a small amount of screening is present. The screening is, 
however, large for the parallel scattering configurations, which contain a large 
A9 component. 

A comparison of the calculations of Fig. 5.16 with the experimental results 
of Fig. 5.17 leads to interesting observations. First of all note the expected 
fact that in the calculation of Fig. 5.16 the scattering efficiency tends to zero 
for 1iw » 2L10 , while this is not the case for the experimental spectra of 
Fig. 5.17. The most remarkable observation, however, is the close agreement 
between calculated and measured scattering efficiencies (absolute efficiencies 
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Fig. 5.17. Experimental Raman-scattering efficiencies for Y-123 from (91). The 
vertical scales are absolute Raman efficiencies, measured at T = 10 K and an ex­
citing laser wavelength of AL = 488 nm. The A19 component extracted according 
to 1A19 = (Ixx + !yy)/2 - J,,Y' is plotted in the lower panel together with the 
quasitetragonal B19 and B29 components (90) 
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are only rarely found [94] in the Raman literature for solids). Of particular 
interest is the (relatively) small value of the maximum efficiency for the (xy) 
configuration (B29 for the D 4 h, B 19 for the D2h point group of RE-123) and 
the fact that the maximum occurs well below 2Ll0 , the maximum gap used in 
the calculation which was performed with the ansatz 2Llk -:::: 2Llo cos 2r.p. The 
reason is that the 2Llo gap is found at r.p = 0, 1r and ±1r /2. At these angles any 
function of xy symmetry vanishes; hence the small value of the ( xy) efficiency 
(in spite of the lack of screening!) and the concomitant fact that the spectral 
maximum occurs well below 2Llo. The maximum efficiency occurs for the 
(y, y) configuration, both as calculated and measured. In the calculations 
this fact results from having implicitly included carriers in the chains along y 
since they cannot be easily separated from those in the planes in the 3D band 
calculation used to determine 1-L-1 . These chains, when decoupled from the 
planes, have a 1D band structure and thus only contribute to 1-l:;;J. 

The most striking discrepancy between theory (Fig. 5.16) and measure­
ments (Fig. 5.17) refers to the A19 component, the experimental one being 
extracted as a linear combination of two spectra (given in Sect. 5.3.1). The 
calculated A 19 is, due to screening, considerably weaker than the B 19 (D4h) 
component. In the measured spectra, however, the A 19 component appears 
to be the largest (see Fig. 5.17). The reason for this discrepancy is not known, 
although we know that the magnitude of A19 depends rather critically on the 
details of the mass fluctuations around the Fermi surface. The presence of 
two or more Cu02 planes is likely to enhance mass fluctuations and thus, by 
lowering the screening, to enhance the A 19 spectra (see, e.g., Fig. 17 of [90]). 
Strong fluctuations of 1-L- 1 can also be introduced ad hoc for a single Fermi 
surface so as to enhance the A19 scattering by decreasing the screening [95,96]. 
This effect, however, is not at all robust [97,98] while the predominance of 
the A 19 component is rather general, at least in cases in which two or more 
Cu02 planes are present. 

Another important difference between the calculated and measured A19 -

and B19-like Raman pair-breaking spectra concerns the position of their 
maxima in the energy scale, which in the unscreened case should be 2Ll0 

(or slightly below if the Fermi surface is not continuous vs. r.p, i.e., if pieces 
are missing around kx = 0 or ky = 0). In the calculated A19 spectra it is 
possible to lower the peak through screening, but only by a small amount 
(see Fig. 10 of [90]). The experimental spectra of optimally doped Y-123 
(see Fig. 5.17) show peaks in the A19 component at about 0.6 times the fre­
quency of the B 19 peaks (we have been implicitly considering optimally doped 
samples; for under or over-doped samples see [99]). Note that the measured 
ratio 2Ll0 /kBTc increases when the doping decreases. 

In [96] an attempt was made to bring the calculated spectra into bet­
ter agreement with experimental ones by introducing vertex corrections to 
the scattering efficiency (5.26). Unfortunately, an algebraic error was made 
that, once corrected, led to a fully screened (i.e., with vanishing efficiency) 
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A19 scattering component (96,97], a fortuitous result which is in complete 
disagreement with the experimental spectra. While there is universal agree­
ment among workers in the field concerning the experimental results (at least 
for materials with two or more Cu02 planes), the theoretical situation has 
been muddled by computational errors and delicate assumptions (95-97]. It 
is therefore difficult to decide which, if any, of the two peaks, that in the 
A19 or that in the Bt9 spectrum, should be assigned to the pair breaking 
gap 2..:10 . The assignment to the A 19 peaks in most optimally doped cases 
leads to 2Llo{kaTc ~ 5 while the Bt9 assignment leads to 2Llo/ksTc ~ 8. 
This difference, however, becomes smaller in the overdoped case (99]. The 
presence of two Cu02 planes allows, in principle, the introduction of two 
different gaps, one related to the bonding and the other to the antibonding 
sheet of the Fermi surface (90]. One should, however, mention that the B19 

peak has been reported to persist above Tc, especially in underdoped mate­
rials, a property typical of the so-called pseudogap, which may be also related 
to the presence of hot spots for cp = 0, ~, 1r, and 3; (100]. Note that in (86] 
it is pointed out that the discrepancy between the frequencies of the peaks 
in the Bt9 and the At9 spectra may be even more serious than generally 
believed, in particular in the underdoped region. These authors convincingly 
argue that the Bt9 peak does not correspond to 2Llo but to a quasiparticle 
bound state which, in the strongly underdoped region, peaks at a frequency 
~ 1.5Llo. Unfortunately, the recent theoretical papers (84-86] do not treat 
the At9 spectra (possibly because of the experimental and theoretical diffi­
culties mentioned in Sect. 5.3.1). If the B 19 spectra were to peak at 1.5..:10 , 

a rather disturbing situation that would demand an explanation would arise. 
Moreover, 2Ll0 /T would be as high as 12. 

In Fig. 5.18 we reproduce results from (86] showing experimental B 19 Ra­
man spectra of Bi-2212 in four doping regimes [101], compared with theoret­
ical fits to the calculation mentioned above. These calculations include vertex 
corrections (i.e., interaction between electron-like and hole-like quasiparticles) 
which, in the underdoped case, lead to a quasibound state (a band resonance 
since this state overlaps with a weak scattering continuum always present 
down tow--+ 0 for a (k;- k~)-like gap). Figure 5.18 clearly shows that the 
binding energy of the quasibound state vanishes in the overdoped case (i.e., 
no quasi bound state exists), is small for optimal doping and rather large 
(~ 0.5Llo) in the underdoped samples. We should mention that the value 
of the gap Llo used to normalize the frequency scale of Fig. 5.18 has been 
extracted from separate photoemission [102] and tunneling experiments (103] 
on different samples. 

In spite of the controversy concerning the peak positions and the strengths 
of Atg spectra, there seems to be a rather general agreement about the infor­
mation contained in the asymptotic behavior of the scattering efficiency for 
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Fig. 5.18. Fits of the theoretical Raman intensity (B19 component) with final state 
interaction to the experimental data for slightly overdoped, optimally doped and 
underdoped Bi-2212 materials. In the absence of the final state interaction, the 
peak frequency in the Raman intensity, even at strong coupling, is almost exactly 
twice the peak frequency in the density of states. The parameter rd measures the 
strength of the vertex corrections which according to [86) give rise to a pseudo­
resonance in the scattering efficiency. With underdoping, the peak in the Raman 
response progressively deviates down from 2Ll 

w-+ 0. Such behavior can be represented by a power law [3]: 

(5.28) 

The exponent s contains information about the symmetry properties of the 
gap function Llk [3,97,98). For a gap with k;- k~, i.e., B19 symmetry (D4h 
notation) there are nodes of Llk along the kx + ky and kx - ky diagonals of 
the Fermi surface. If the Raman vertex, i.e., the mass ~-t- 1 = eL ·IL-l · es, 
does not vanish along these lines (e.g. for A19 and B29 spectra), a straight­
forward, density-of-states-type integration leads in this case to s = 1. If IL-l 
also has nodes at the x + y and x - y diagonals (i.e., for a B19-scattering 
configuration) the Raman efficiency vanishes faster than linearly for w -+ 0: 
the corresponding integration leads to s = 3 [3). There is considerable evi-
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dence supporting this type of behavior, which can be translated into support 
for a B19-like [i.e., Ll~c "' (k; - k~)l gap. A rather striking example is shown 
in Fig. 5.19 for Hg-1223 (98], the superconductor with the highest Tc known 
(Tc ~ 130K) which has tetragonal symmetry (D4h point group). The "'w3 

behavior exhibited by the scattering efficiency for w -+ 0 supports the pre­
sence of a gap with B 19 symmetry. We should recall, however, that Raman 
spectra are only sensitive to ILl~cl, not to the phase of Ll~c (the determination 
of the phase requires quantum interference experiments, see [104]). Hence, 
the s = 3 behavior of Fig. 5.19 would also be compatible with the A19-like 
jk;- k;j gap dependence. The spectra taken for the A19 and B29 scattering 
configurations reveal a linear behavior (s = 1) for w --7 0, compatible also 
with either a (k~- k;)- or a jk~- k;J-type of gap [3,98). 

Of particular interest is the measured behavior of fPSjawan for w --7 0 
(i.e., the fitted values of s) for orthorhombic high-Tc materials in the super­
conducting state. As mentioned in Sect. 5.1, there are two possible types of 
distortion that lead from D4h to D2h symmetry: a perturbation along the 
CuO bonds of the planes (e.g. that produced by the presence of chains) and 
a perturbation along the x+y diagonal. The former (the case ofY-123) trans-
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Fig. 5.19. Measured B19 spectrum of HgBa2Ca2Cu30s-6 (T = 130 K) in the su­
perconducting state showing the asymptotic dependence <X w3 predicted and found 
for small w (solid line) [98) 
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forms the assumed B19 symmetry of Ll~e into A 9 , while the latter (Bi-2212) 
leaves a (k; - k~)-like gap B 19-like. Hence, in the case of Bi-2212 one ex­
pects exact w3 behavior of fPSjawail for w ---+ 0 in the clean limit. This is 
confirmed by the data [105) and the cubic fit of Fig. 5.20a. In the case of 
Y-123 and Y-124, a small linear component should appear in the spectra for 
the (x + y, x - y) scattering configuration as a result of the orthorhombic 
distortion along iJ induced by the chains. This is confirmed by the fit to the 
data of Hackl et al. (87,106] shown in Fig. 5.20b (4]. 

The D2h symmetry of Y-123, while adding an A9 -like term (e.g. a cons­
tant) to k;-k~, shifts the nodes of both Ll~e and J..L;1-J..L;,J away from the x±y 
diagonals. It is therefore not possible to extract, from the linear component 
of the fit in Fig. 5.20b, quantitative information about the A9-Bt9 admixture 
in Ll~e. This can, however, be done if independent information is available 
for the corresponding admixture in (J..L;1 - J..L;,J) obtained from LMTO-LDA 
calculations. In (4] this information was combined with experimental data so 
as to extract information about B 19-A9 admixture in Ll~c: a shift of the gap 
nodes from c.p = 45° to 36° was found. 

Other than the reliability and validity of the LMTO-LDA one-electron 
band structures, the estimate given above suffers from another drawback. It 
has been shown in (107] that the presence of impurities or other defects can 
also introduce linear components (i.e., with s = 1) in the B19 scattering for 
w---+ 0. One may, however, surmise that impurities do not play an important 
role in the cases just mentioned, from the fact that Y-123 (YBa2Cu307), in 
which a linear term clearly appears (Fig. 5.20b), is basically a stoichiometric 
material. The HTSC Bi-2212 and Hg-1223, in which they do not appear 
(Figs. 5.19 and 5.20a), have intrinsic oxygen defects in their charge reservoirs 
(the Bi-0 and the Hg-0 planes). We should also point out that nonperturb­
ative calculations, of the type displayed in Fig. 5.18, also have a tendency to 
modify the asymptotic w3 law characteristic of the spectra of B 19 symmetry 
for B19 symmetric gaps. 

5.4 Electron-Phonon Interaction 

In the previous sections we discussed Raman active phonons and intraband 
electronic excitations, the latter taking place in the normal state (induced 
by the imaginary part of a self-energy) and in the superconducting state 
(pair breaking excitations appearing even in the clean limit). For a certain 
scattering configuration, belonging to a specific irreducible representation of 
the point group, one can observe both, phonons and electronic excitations. If 
both types of excitations have the same symmetry, it should be possible to 
annihilate one of them while creating the other. These processes are repre­
sented by matrix elements of the electron-phonon interaction Hamiltonian 
dep· The process of annihilation of a phonon followed by creation of an elec­
tronic excitation is isomorphic to the process of Raman scattering by elec-
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Fig. 5.20. (a) Noisy curve: experimental Raman efficiency reported in [105] for 
Bi-2212. The solid line represents a fit with a linear (ex: w•, s = 1) plus a cubic 
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curve: experimental Raman efficiency of Y-123 reported in [87,106]. The solid line 
represents a fit with a linear (s = 1) plus a cubic (s = 3) w• function plus a constant 
background [4] 



5 Raman Scattering in High-Tc Superconductors 195 

tronic excitations: A~ · AL corresponds to the phonon amplitude while the 
scattering vertex J.l- 1 corresponds to dep [77,108,109]. The coupling of sym­
metric (A9 - or A19-like) phonons to intraband electronic excitations is thus 
screened by the dielectric response of the carriers while that of nonsymme­
tric phonons is not screened. The screening of the coupling to a symmetric 
phonon is complete if dep is constant around the Fermi surface (FS). As in 
the case of electronic Raman scattering by mass fluctuations, fluctuations of 
dep around the FS allow some measure of unscreened coupling, even for fully 
symmetric phonons (see (5.17) and (5.26) where J.l- 1 must be replaced by 
dep). The effect of the electron-phonon interaction on the phonon spectra is 
characterized by three phenomena: 

(1) A renormalization of the phonon frequency corresponding to the virtual 
(i.e., energy non-conserving) creation and annihilation of electronic exci­
tations. 

(2) If the phonon frequencies overlap with the continuum of electronic ex­
citations (or with pair breaking excitations across the gap in the super­
conducting state) the processes in which a phonon is destroyed through 
creation of an electronic excitation can be real (i.e., energy conserving). 
They then decrease the phonon lifetime Tp while increasing its linewidth 
Fp according to: 

(5.29) 

where Fp is the full-width-at half maximum (FWHM) in rad · s- 1. When 
crossing Tc, Fp can either increase or decrease. An increase is found when 
the phonon frequency is close to the peak of the pair breaking electronic 
excitations (since the decay into electronic excitations is forbidden in 
the clean limit for kp ~ 0) while a decrease can take place (outside the 
clean limit) when the frequency is well within the gap that opens up in 
the electronic excitations below Tc. The exact crossover point between 
broadening and sharpening is hard to predict since the broadening in the 
normal state is induced by either defects or other many-body interactions 
while that below a (k;, - k~)-like gap in the superconducting state has 
an intrinsic component [110]. In the language of many-body perturbation 
theory one says that Fp = -2E2, where E2 is the imaginary part of the 
self-energy of interaction. The width Fp = r;1 in the superconducting 
state is equivalent (to multiplicative constants and after replacing J.l- 1 by 
dep) to the Raman scattering efficiency of (5.26). The corresponding real 
part of the self energy, E 1 , represents the phonon self-energy shift. Its 
counterpart in the Raman scattering process represents a minute renor­
malization of the speed of light in the medium and is usually negligible. 

(3) Renormalization of the phonon scattering efficiency due to electron­
phonon interaction. Virtual transitions produce not only a renormaliza­
tion of the phonon frequency (as discussed in (1)) but also an admixture 
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to the phonon of the interacting electronic excitations. To first order in 
dep this admixture can be expressed as: 

- ~ dep 
IP) = IP) + LJ E _ E le) ' 

e P e 

(5.30) 

where IP) and IP) represent the eigenvectors of the renormalized and un­
renormalized phonons of energy Ep and !e) those of the coupling elec­
tronic excitations of energy Ee. The scattering efficiency is obtained 
by calculating the matrix elements of the scattering operator between 
IP) and the ground state. From (5.30) we surmise that an interference 
occurs between the scattering amplitudes of the unrenormalized exci­
tations jp) and je). Depending on the product of the signs of Re and 
Rv (the unrenormalized Raman tensors for electronic and phonon scat­
tering) and dep, the interference is either constructive or destructive for 
Ee > Ev (and vice versa for Ee < Ev)· This gives rise to asymmetric, 
so-called Fano-Breit-Wigner-type line shapes (see curves in Fig. 5.21 for 
T > 200K) (69]. If the unrenormalized electronic continuum is flat, one 
can represent such line shapes by the expression (12,13] 

(5.31) 

where £ = 2(1iw- Ev)f Fp and q is the dimensionless Fano asymmetry 
parameter. 

The effect of the change in L\ on the phonon frequency when crossing Tc 
is represented in Fig. 5.21 for the B 19 phonon of an Y-123 sample. A signifi­
cant softening of about 6 em -l is found below Tc. The relationship between 
the self-energy change at Tc shown in Fig. 5.21 and the superconducting 
transition was verified by Ruf and Cardona in (111]. These authors showed 
that a similar change in E1 occurred when the transition was induced by 
a magnetic field. 

Zeyher and Zwicknagl were the first to investigate theoretically the self­
energies E1 and E2 in detail (112]. They assumed a strong coupling super­
conductor but with a fully symmetric gap.8 This calculation was generalized 
in (113] to include a B19-like (i.e., (k;- k~)-like] .1k. Using these theoretical 
approaches it is possible to obtain an average value of dep, and the corres­
ponding dimensionless parameter A as defined by McMillan (114]. In order 
to get a feeling for the strength of the electron-phonon interaction, which 
might be responsible for BCS-like superconductivity, it is convenient to es­
timate the parameter A that one would obtain if all phonons would couple 
to the electronic excitations as much as the B 19 phonon whose effect is il­
lustrated in Fig. 5.21. This value was estimated to be A = 1 (115], a value 
8 At that time the B19 -like gap had not yet come to the fore. 
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-------219K 
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-295K 
320 340 360 380 400 

RAMAN SHIFT ( cm-1) 

Fig. 5.21. Softening of the B19 (D4h notation) phonon of Y-123 when lowering the 
temperature below Tc. Because of heating by the laser power in these early data, 
the nominal temperatures given in the figure are only approximate. The measured 
spectra correspond to those reported in [41) 

that corresponds to strong coupling and would, by itself, lead to a fairly 
high-Tc (but, unfortunately, also large isotope effects on Tc, which are not 
observed [116,117]!). It is, however, not very likely that all phonons couple as 
much as that B 19 mode [45]. Neutron scattering experiments indicate that dep 

of the B 19 phonon branch decreases monotonically with increasing k [118]. 
A specially strong case of electron-phonon coupling has been observed 

for Hg-1234 [5]. In Fig. 5.22 we show Raman spectra for this material be­
low and above Tc = 123 K. Three phonons are. observed at about 220, 375 
and 400cm-1 . They can be assigned to z-polarized A19-type vibrations of 
the four Cu02 planes admixed with vibrations of two of the three Ca spacer 
planes (a total of three A 19 modes). The 220 and 375 cm-1 modes soften 
considerably below Tc, especially the latter (from 395 to 348 em - 1 ). This sof­
tening is the largest observed thus far for any high-Tc superconductor; its 
magnitude is similar to that estimated from changes in the vibrational am­
plitudes in some channeling and neutron absorption experiments [119], which 
remain to be understood. It would correspond to >. c::: 6 if all phonons would 
couple as strongly (a rather unlikely situation). Such an average coupling 
constant >. c::: 6 would suffice to explain the high-Tc simply on the basis of 
electron-phonon interaction but be incompatible with the measured isotope 

effect [116,117]. 
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Fig. 5 .22. Raman spectra of Hg-1234 (Tc = 123 K) measured at various tempera­
tures between RT and 4.5 K in x' x' polarization. The numbers in the right column 
give the offset of the spectra with respect to that at the bottom (5) 

Of particular interest is the strong increase in the intensities of the 220 and 
375cm-1 phonons in the superconducting phase. It has been attributed [5] 
to the admixture to the phonon of pair breaking electronic excitations. The 
latter have, according to Fig. 5.22, a very high Raman efficiency. The value 
of dep extracted from the softening below Tc suffices to explain the strong 
intensity increase. Early observations of changes of scattering efficiencies at 
Tc were reported by Friedl et al. [120] for Y-123. 

Phonon anomalies above Tc have been observed for underdoped materials 
(e.g. Y-124), in particular in the IR-spectra [121]. They seem to be related 
to the presence of pseudogaps which are now generally believed to remain 
open above Tc. One often observes broad phonon anomalies with decreasing 
temperature, starting at the temperature T* at which the pseudogap opens. 
These anomalies become sharper when crossing Tc. Typical effects of this kind 
are illustrated in Fig. 5.23 for an YBa2Cu306.5 crystal with Tc = 53K [122). 
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(b) T=300K (c) T=75K (d) T=4K 
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Fig. 5.23. (a) Measured spectra of the c-axis conductivity, u = u1 + iu2, of 
YBa2Cu306.5 with Tc = 53 K together with the fits obtained by using the mo­
del of [122] for (b) T = 300K, (c) T = 75K, and (d) T = 4K. The dotted lines 
represent the bare electronic contributions 

The figure displays the spectra of the real and imaginary parts of the out-of­
plane conductivity 

wi 
O"zz = 47r (1- fzz) (5.32) 

of this crystal measured in the far infrared by means of ellipsometry using 
synchrotron radiation as a light source [29,72,73]. The following dramatic 
changes of the measured spectra are observed when lowering the temperature, 
starting even above Tc but becoming particularly strong below Tc: 

(1) A broad band appears in the 400-500cm- 1 region. This band has been 
observed by a number of other authors and for other undoped materials 
with at least two Cu02 planes per PC [123,124]. It has been attributed 
to the transverse plasmons that become possible in a composite medium 
consisting of two different alternating conducting layers [125]. 

(2) Beside the broad transverse plasmon band, sharp phonon peaks appear 
at around 300, 550 and 650cm-1 . These peaks show striking changes 
in position, width and strength concomitant with the changes in the 
plasmon band with temperature. 
The authors of [122] were able to interpret the phenomena displayed in 
Fig. 5.23 on the basis of a simple electrostatic local field model involving 
the conducting Cu02 layers and the IR-active phonons [122]. 

5.5 Crystal Field Transitions 
Between !-Electron Levels 

Many of the high-Tc superconductors contain rare earth ions in trivalent 
states. These ions possess 4f-electrons in the core (exception: La3+, Ce4+ and, 
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of course, y3+) that are strongly correlated and must be treated as a many­
electron eigenstate characterized, within the L · S coupling scheme, by the to­
tal orbital (8, P, D, F, G, H, I) and spin (S) angular momenta and the resul­
ting total angular momentum J. The quantum numbers for the ground state 
are easily determined using th~ Pauli principle and Hund's rules [126,127]. 
The ground state of the Nd3+ ion, containing three /-electrons, is thus found 
to haveS= ~, L = 6, and J = ~ (419 ; 2 in the standard notation). The 
other two rare earth ions that have been studied by Raman spectroscopy in 
high-Tc superconductors are Pr3+ (3 H4) and Sm3+ (6 H5; 2). These ions fall 
into two categories: those with an odd number of /-electrons NJ, for which 
all states are at least doubly degenerate in the absence of a magnetic field 
(Kramers degeneracy, e.g. Nd3+ and Sm3+) and those with an even num­
ber of /-electrons (e.g., Pr3+), for which the states can be nondegenerate. 
In the presence of a crystal field (generated by the ionic charges of all other 
atoms), the ionic states just mentioned split. The resulting states belong to 
one of the reps of the point group of the site in which the ion is placed. This 
gives a single group representation if the number of /-electrons is even and 
a double group representation if it is odd (so as to preserve the Kramers de­
generacy). Since the /-electron states possess magnetic moments, transitions 
between the ground and the excited crystal field states can be investigated 
by inelastic neutron scattering [128]. Many of these transitions are also Ra­
man allowed since excitations from an f to another /-electron level have even 
parity (note that if the rare earth ions are at a center of inversion, as in the 
case of Nd-123 but not for Nd2Cu04, the crystal-field (CF) transitions are 
IR forbidden). Nevertheless, in high-Tc superconductors CF transitions have 
only been observed by Raman spectroscopy for Pr3+, Nd3+ and Sm3+. The 
reason probably is that these transitions usually take place via excited 4/ 
multiplets as intermediate states and the f --+ f virtual transitions are even, 
and therefore dipole forbidden by parity, i.e., intermediate states of either 
d- or g-symmetry, at least ~ 6 eV above the ground state, would be required 
for allowed transitions. If the rare earth ions are at a center of inversion, 
no intra-atomic f + d, or f + g admixture is possible. Sufficient hybridiza­
tion with neighboring ions (whose electronic wavefunctions can be d- or g-like 
with respect to the site of the rare earth) may be necessary to allow, in this 
case, observation of CF transitions by Raman spectroscopy. This does not 
seem to happen for most rare earth ions when placed at inversion centers. 
The CF transitions have, nevertheless, been observed for Nd-123 [129] and 
Sm-123 [130]; in most of these cases they become observable thanks to the 
admixture of Raman active phonon eigenstates induced by electron-phonon 
interaction [129-131]. 

Inelastic neutron scattering is a more general method of observing CF 
transitions: their coupling is related to a magnetic dipole moment. Raman 
scattering has a more complicated coupling mechanism involving electric 
dipole transitions to electronic intermediate states, which are forbidden or 
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nearly forbidden. Whenever the CF transitions appear in the Raman spectra, 
however, the Raman technique is simpler than neutron scattering and pro­
vides higher resolution and accuracy in the frequency determination. More­
over, it enables investigation of the coupling of CF transitions to phonons [129] 
and the determination of the corresponding electron-phonon coupling cons­
tant [131]. Raman scattering is particularly useful for performing measure­
ments in a magnetic field [132]. 

We have conjectured that the difficulty of observing Raman scattering 
by crystal field excitations in RE-123 materials is due to the fact that the 
rare earth ion (RE) is located at an inversion center. In the n-type supercon­
ductors of the RE2Cu04 family [133-135] there are two equivalent rare earth 
sites connected by an inversion center at the midpoint between them. The 
crystal field excitation can thus be either an odd or an even combination of 
excitations in each of the two equivalent ions. The lack of inversion symmetry 
allows, in principle, admixture of intraionic f and ( d, g) levels, a fact that may 
enhance the virtual dipole transitions to the intermediate states. A quanti­
tative evaluation of the corresponding scattering efficiencies for RE2Cu04 
systems has not yet been performed but the experimental spectra show CF 
transitions that are allowed in their own right, without admixture of pho­
nons. These transitions take place inside the lowest CF multiplet [134] and 
also from this multiplet to higher ones [135]. For a study of intermultiplet CF 
transitions by neutron spectroscopy in SmBa2Ba2Cu307, using a spallation 
source, see [136]. 

Crystal-Field Levels: Nd3+ and SmH 

Energy (em-1) 
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Fig. 5.24. Schematic diagram of the crystal field splitting of the ground states of 
the Nd3+ and Sm3+ ions in RE-123. In both cases Kramers doublets are present 
(courtesy of A.A. Martin) 
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Fig. 5.25. Cross-polarized Raman spectra 
of the cf plus B19 -phonon doublet of 
Pb2Sr2NdCuaOs at 10, 40, 60, and 80 K toge­
ther with least square fits to a theory which in­
cludP.s the coupling of the two excitations (137). 
Note the decrease in the strength of the compo­
nent c:: 335 em-\ due mainly to the CF tran­
sitions, with increasing T 

As an illustration of the concepts just presented we show in Fig. 5.24 
a diagram of the CF splittings of the ground state CF multiplets of Nd-123 
(4 / 912) and Sm-123 (6 H512). For Nd-123 the tenfold degeneracy of the 4 / 912 
multiplet is split by the cubic component of the CF into two quadruplets and 
a doublet. The addition of a tetragonal component, as required by D4h sym­
metry, splits each of the quadruplets into two Kramers doublets, with M(j 
and Mi symmetry, respectively. The Mfj --t Mi quadruplet excitations in­
dicated by the arrows in Fig. 5.24 have a component of Btg symmetry, at 
a frequency of about 300cm-1 , which is very close to that of the B 19 pho­
non of Fig. 5.4: the two excitations mix and, at low temperatures, become 
nearly fully hybridized, although the lower frequency component has predo­
minant CF character in NdBa2Cu307-5· Both excitations become observable 
in Raman scattering because of their coupling to the strongly Raman active 
phonon component. 

Raman spectra illustrating the Btg coupled phonon plus CF transitions of 
the Nd3+ ion in Pb2Sr2NdCu30 8 are shown in Fig. 5.25 for several tempera­
tures (137].9 Instead of the single Btg phonon peak characteristic of materials 
with two Cu02-planes around 300cm-1 we observe, at 10K, a doublet the 
upper component decreasing with increasing temperature to disappear nearly 
completely at 300 K (not shown in Fig. 5.25). Isotopic substitution of 160 by 

9 Note that for this material the bare B19 phonon is at lower frequency than its CF 
counterpart. 
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Fig. 5.26. Polarized Raman spectra of (a) A 19 + B 19 and (b) B19 for a non­
superconducting SmBa2Cu306 crystal at different tempertures. Crystal field exci­
tations are seen at 90 and 190 em -l . They disappear with increasing temperature 
because of the equalization of the population of the initial and the final states (130) 

180 indicates that both peaks correspond to mixed phonon and electronic 
excitations [137] . The CF excitation at hand is equivalent to that labeled as 
B19 in the left side diagram of Fig. 5.24. Increasing the temperature results 
in the growth of the population of the final state Mi of Fig. 5.24, at the 
expense of the ground state population. At 300 K, both states become nearly 
equally populated and the corresponding spectral component disappears, re­
sulting in an increase of the frequency of the phonon-like peak {it was pushed 
down at low temperatures by the interaction with the CF transitions). A fit 
to the coupling Hamiltonian yields the energies of the uncoupled excitations 
and the coupling constants [137]. 

The other example we present involves the ground state CF multiplet 
of Sm-123 (see Fig. 5.26). In Fig. 5.26 we show the corresponding Raman 
spectrum measured both, in A19 + B19 (a) and in pure B19 configuration (b). 
The weak peak at 90cm- 1 and the stronger one at 190cm-1 correspond to 
the two CF excitations shown by arrows in Fig. 5.24. These excitations are 
also expected to mix with the B19 phonon, but considerably less than for 
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Nd-123 because of the larger frequency separation (and the correspondingly 
larger energy denominators). Actually, the 90 em -l peak seems to be mainly 
due to the Raman activity of the CF excitation, while only 20% of the activity 
is due to the CF component for the 190cm-1 peak [130]. 

5.6 Light Scattering by Magnons in HTSC 
and Their Antiferromagnetic Parent Compounds 

5.6.1 Antiferrornagnetic Structures 
in the U nderdoped Parent Compounds 

Most of the light scattering phenomena in HTSC discussed so far have been 
interpreted on the basis of one-electron band structure theories (70,138]. On 
several occasions we have mentioned, however, the presence of antiferro­
magnetic (AF) fluctuations which signal strong electron correlation lying 
beyond the one-electron ansatz. Ab initio one electron band structure calcu­
lations are usually based on local density functionals which describe, in an 
average manner, exchange and correlation effects. As mentioned in conne­
ction with the theory of phonon frequencies and eigenvectors (Sect. 5.2.1), 
efficiencies for Raman scattering by phonons (Sect. 5.2.2) and by electronic 
excitations (Sect. 5.3), ab initio one electron calculations have reached a high 
degree of sophistication and success in treating those questions. The phe­
nomena related to AF in HTSC and their parent compounds, however, lie 
beyond the scope of one-electron theory. They are usually treated theoreti­
cally by assuming a simplified one-electron band structure (e.g. tight binding) 
and adding to it, in as sophisticated a manner as possible and necessary, 
the appropriate ingredients of electronic correlations. This field has become 
a splendid playground for theories, both of the numerical and the analytical 
variety. Also, experimentalists have delved at length into the consequences 
of the strong correlations that affect the 3d electrons of the Cu2+ ions in the 
Cu02 planes: Neel-type antiferromagnetic order (as revealed by elastic neu­
tron scattering, TN = 420K for YBa2Cu3 0 6 [139]) and spin wave excitations 
(i.e. magnons), evidenced by inelastic neutron scattering [140] and by Raman 
spectroscopy [9]. In spite of the rather unstructured, to some experimentalists 
boring, features that appear in the Raman spectra of magnons (a single broad 
band, R:j 800cm-1 wide, centered at R:j 2600cm-I, see Fig. 5.27) the amount 
of experimental work published in the field is overwhelming. The reason is 
to be sought in the robustness of this broad structure, found to be almost 
the same in all insulating partners of high-Tc superconductors, and persisting 
even in their underdoped variety well above TN [10], interesting polarization 
selection rules (see Fig. 5.28) [141] and its unusually large width. The persis­
tence of these scattering spectra above TN, and in doped metallic materials, 
suggests the wording of "scattering by AF fluctuations" [142] which, as al­
ready mentioned, play nowadays a prominent role among the "intermediate 
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Fig. 5.27. Spectra obtained for YBa2Cu30e (nonsuperconducting) in three polari­

zation geometries relative to the basal plane. The yy trace is shifted 50 cps upwards, 

otherwise the scales are the same. The laser wavelenght used was 4880 A (2.54 eV) [9) 

bosons" considered as possible candidates for effecting the superconducting 

pairing. Hence, there is also great theoretical interest in the scattering by 

magnons and AF fluctuations in HTSC and parent compounds [143-152]. In 

previous sections of this chapter we have not been able to give an exhaustive 

list of relevant literature references. This is also going to be the case in the 

present one. We hope, however, to have chosen a representative cross sec­

tion of the published work. In the cited publications, the interested reader 

will find most of the literature references to work performed to date on light 

scattering by magnons in HTSC. 
Let us consider the typical insulating compounds, La2Cu04 and Nd2Cu04 

which have (see Fig. 5.2) one Cu02 plane per tetragonal PC. We have men­

tioned in Sect. 5.1 that these stoichiometric materials have a valence charge 

in the cations ( +8) which equals, with the opposite sign, that in the anions. 

The charge compensation explains, at least in a naive qualitative way, why 

these materials are insulators. This conclusion, however, contradicts the pre­

dictions one may draw from the corresponding one-electron band structure: 

the Cu2+ ions have nine 3d electrons, i.e., one hole in an otherwise filled set 

of one-electron 3d bands. Each of these bands can usually accommodate two 

electrons per PC. Therefore the half-filled 3d band would be expected to lead 
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Fig. 5.28. The four pure symmetry components of the Raman scattering intensit,y 
vs energy shift of Gd2Cu04 taken with an incident laser wavelength of 4880 A 
(2.54eV). The A 19 spectrum has been vertically offset for clarity (141] 

to electronic conduction. The paradox is solved when one considers the large 
Coulomb repulsion energy needed to fill the half-empty 3d band. Such energy 
is much larger for double {rv9eV, see [152]) than for single occupancy. This 
correlation energy for double occupancy is usually called the "Hubbard U". In 
the standard one-electron band structures it is treated in an average manner, 
as part of the LDA functional, without distinguishing whether the relevant 
states are unoccupied, singly occupied, or doubly occupied. A half-filled band 
is then able to conduct electricity. This will be a reasonable approximation if 
the one-electron band width is larger than U, a condition that does not hold 
for the 3d electrons of Cu in the cuprates under consideration. 

Materials with a half-filled 3d band, such as La-123, Nd-123 or, approxi­
mately, YBa2Cu306.5, are thus expected to have the lowest Coulomb energy 
(ground state) when each of the Cu atoms in the Cu02 planes contains one 
single missing 3d electron (i.e., one hole). A charge fluctuation leading to a 
3d10 plus a 3d8 configuration (needed for electrical conduction) requires an 
energy of more than 9 eV and is therefore strongly suppressed, even at high 
temperatures (the melting temperature TM lies below 0.1 eV!). We shall see in 
Sect. 5.6.3 that the half-occupied 3d orbitals have a tendency to order their 
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spins in a 2D antiferromagnetic fashion which is illustrated in Fig. 5.29 and 
follows from the 2D Heisenberg Hamiltonian: 

HA = -J 2: si . sj . 
(i,j) 

(5.33) 

Typical values of the nearest neighbor antiferromagnetic exchange constant J 
for HTSC parent compounds, are 0.15eV (1200cm- 1). In (5.33) Si and Sj 
are spin operators acting on the spins of either sublattice i (spin up t) or 
sublattice j (spin down..!. for the AF state) and the sum over (i,j) represents 
a sum over four nearest neighbor Cu-Cu bonds j for each i (see Fig. 5.29). 
Because of the large values of J, the antiferromagnetic ground state may be 
expected to persist up to relatively high temperatures. TN, however, is not 
very high(::::::; 400K). The 2D nature of HA is responsible for the low TN (153] 
and for the presence of strong antiferromagnetic fluctuations at temperatures 
higher than TN, which would be suppressed in the 3D case [154]. 

For future reference we show in Fig. 5.29 the AF primitive cell (PC) 
and the corresponding Brillouin zone of a Cu02 plane with the spin orienta­
tions appropriate to the HTSC-like cuprates. Note that materials with two or 

(a) 

0 Copper 
• oxygen 

(b) 
Fig. 5.29. (a) AF Primitive cell of a 2D Cu02 plane indicating the directions of 
the AF-ordered Cu-spins (solid lines). The dashed lines represent the PC of the 
spin-disordered material a ~ 3.8 A, see Fig. 5.1. (b) Brillouin zone of the 2D AF 
Cu02 planes 

more Cu02 planes per PC usually exhibit antiferromagnetic exchange cou­
pling between the nn 3cfl copper ions of adjacent planes. The corresponding 
interplane J is considerably smaller than its intraplane counterpart. The ob­
servation of AF order along z within the Cu02 bilayers, illustrated in Fig. 5.1, 
has been reported in (155]. 
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5.6.2 Introduction to Light Scattering by Magnons 
in Antiferromagnets 

The Hamiltonian (5.33) yields, in its ground state, the AF order sketched in 
the PC of Fig. 5.29a. When the AF structure in Fig. 5.29a is periodically 
repeated in two dimensions, this 2D AF can carry Bloch-like excitations, 
characterized by a wavevector k, corresponding to spin fluctuations in either 
one or the other of the spin-up and spin-down sublattices i, j. The sketchy 
theoretical background given in this section will follow closely the pioneering 
work of Fleury and Loudon [8]. 

In order to derive from (5.33) Bloch-like excitations, one introduces ma­
gnon creation and annihilation operators acting on the spins of sublattices 
i(t) and j(.,l.) af~e, at~e, atk' a.J.k· The connection between the operators Si, Si 
and the magnon operators is found through the so-called Holstein-Primakov 
transformation [8,156]. 10 The transformed Hamiltonian is: 

H = L [ Et~eaf~eatle + Et~eatka.J.k J 
k 

(5.34) 

where the sum over k extends over the AF Brillouin zone (Fig. 5.29b). This 
Hamiltonian is diagonal in the magnon base, with doubly degenerate eigen­
values corresponding to the fact that both sublattices are equivalent: 

E~e = 1iw1e = 4JS [1- 1'~] 112 

1 
'Yk = 2 [coskxa + coskya] . (5.35) 

For the case under consideration, S = ~. The maximum value of E1e, found 
at the edge of the AF Brillouin zone (Fig. 5.29b) kx = ( ~, 0) or ky = ( 0, ~), 
amounts to 

EM = fiwM = 2J. (5.36a) 

This value can be heuristically obtained by simply flipping one up-spin with 
respect to its four down-neighbors: 

1 
LlE = fiwM = 4 X - X J = 2J. 

2 (5.36b) 

The degeneracy associated with the two sublattices can be split by a ma­
gnetic field. One may conjecture that this property can be used to identify 
magnon structures in Raman spectra. However, the splitting that can be 
achieved with the highest static fields available (;S 5 em -l) is too small to 
be detected in view of the large widths of the spectral structures observed 
(~ 2000cm- 1 ). 

10Note that in [145] the so-called Dyson-Maleev transformation, more appropriate to the 
treatment of nonlinear phenomena, is used. 
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Scattering by one magnon is not easy to observe either. The k-conservation 
selection rule implies scattering by one magnon with k ~ 0. In cuprates with 
only one Cu02 plane per unit cell, (5.35) leads to magnon frequencies Wk ten­
ding to zero fork--+ 0. If two Cu02 planes are present (like in Fig. 5.1), their 
symmetric and antisymmetric combinations should generate acoustic- and 
optic-like magnons, 11 the latter with wk =I= 0. Two different mechanisms have 
been proposed for the scattering by magnons with k ~ 0. The first one is pu­
rely magnetic scattering, induced by the coupling of the magnetic field (or the 
vector potential) of the electromagnetic radiation. Because of the weakness 
of such coupling, the estimated scattering efficiency is 10-13 cm-1sr-1 , ne­
gligibly small compared with the observed values for two-magnon scattering 
w-4 sr-1cm-1 ' see (158]. 

The other proposed one-magnon scattering process is of electric dipole 
nature, using as intermediate states electronic states split by spin-orbit inter­
action. These states contain mixtures of spin-up and spin-down components. 
It is thus possible to raise a spin-up electron to one of these excited states 
via the p · AL electric dipole Hamiltonian and to return it to a spin-down 
state, using the spin-down component of the excited state, via the p · As 
Hamiltonian. Much larger efficiencies (between w-5 and 10-10 cm-1sr-1, 
the broad range is due to the possibility of resonance with the intermediate 
state) have been estimated for these processes than for the magnetic dipole 
counterparts. However, they may still be too small to be observed in high-Tc 
parent compounds.12 

The spectral bands shown in Fig. 5.27 and 5.28, centered around 
2600 em - 1, have been identified as representing scattering by two magnons. 
The density of states corresponding to (5.35) has maxima for kx = (±~, 0) 
and ky = (0, ±~),i.e. at the edge of the AF Brillouin zone, where wk reaches 
its maximum value (160]. Using (5.36a) and (5.36b) one may naively surmise 
that the corresponding peak frequency is 4J. However, this guess is incorrect: 
The reason is given next. 

We shall see in Sect. 5.6.4 that the process resulting in two magnon scat­
tering involves two electric dipole transitions (p · AL, p · As) between nearest 
neighbor copper atoms and a double spin flip, the latter induced by an ex­
change operator similar to that of (5.33). The resulting excited state is shown 
schematically in Fig. 5.30a. The scattering by two magnons just described 
corresponds to two spin flips in nearest neighbor Cu ions: Each of the two 
spins flips with respect to only three Cu neighbors thus leading to a total 
excitation energy !J x 6 = 3 J, not 4 J. Quantum fluctuation corrections 
lower the value of the excitation energy at the spectral maximum down to 
2.76 J for S = ! [145]. From the peak energy of2600cm-1 (Fig. 5.27) we thus 

110ptic magnons have been observed near k = 0 at 524cm- 1 (67meV) in YBa2Cu305.3 
by inelastic neutron scattering [157). 
12 A similar form of spin flip scattering is observed, under resonance condititions, in doped 
semiconductors. See Fig. 5.27 in [159). 
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obtain the AF exchange constant J = 940cm-1 = 0.12eV for YBa2Cu30 6 
and J = llOOcm-1 = 0.135eV for La2Cu04 [9). 

In order to confirm the assignment of the Raman peak observed at 2600 em - 1 

for YBa2Cu306, we compare the exchange constant J = 0.12eV obtained 
from it with the slope CM of the magnon dispersion relation measured for 
YBa2Cu306.15 by inelastic neutron scattering. From (5.35) we find: 

CM = .f2Ja = .f2 x 0.12 x 3.9eVA = 0.7eVA. (5.37) 

This value is in acceptable agreement with the measured one (1 eVA) [140), 
especially in view of the simplicity of the theoretical ansatz used. For a state­
of-the-art discussion of the magnon spectrum of high-Tc superconductors 
see [161]. 

(a) 

{b) (c) 

Fig. 5.30. (a) Schematic diagram of the excited state that results after scattering 
by two magnons in a Cu02 plane. The dashed arrows represent two spins flipped in 
the scattering process, each against three of its neighbors. Therefore, the excitation 
energy is E = 3 J. A quantum correction lowers this value to 2.76 J (145]. (b) 
and (c) Schematic diagram of the final state after scattering by four magnons, (b) 
a plaquette-type excitation corresponding to E = 4 J, while the linear excitation 
in (c) corresponds toE= 5 J 

5.6.3 Electronic Structure 
of the Cu02 Antiferromagnetic Insulator 
and the Mechanism of Scattering by Two Magnons 

The large efficiency measured for the scattering by two magnons 
(~ 10-4 cm-1sr-1 [158]) demands an electric dipole coupling mechanism 
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for the incident and scattered photons. Such a mechanism is not explicitly 
apparent in the phenomenological Hamiltonian of (5.33). This Hamiltonian 
appears naturally in the standard treatments of one-electron interaction plus 
Hubbard repulsion, such as the so-called three-band Hubbard model [151 ,152]. 
The three bands are the (x2 - y2)-like copper 3d bands, the Px band of the 
02 oxygen and the Py band of 03 (see Fig. 5.1). A nearest neighbor hopping 
integral equal to -t for the pda coupling and a smaller, next nearest neigh­
bor 02-03 hopping integral t' define the one-electron problem, which is then 
completed by the Hubbard double occupancy energy Udd plus, possibly, two 
additional smaller Hubbard energies Upd and Upp- The model leads to the 
density of states sketched in Fig. 5.31 [148]. 

We have also introduced in Fig. 5.31 the so-called Zhang-Rice singlet 
band. After some calculations, Zhang and Rice [162] concluded that the phy­
sics of Fig. 5.31 is basically contained in the so-called t-J model, in which the 
oxygen electrons do not appear explicitly. Instead, one has a singlet ZR spin 
and a hole (absence of spin) at each of the copper sites. The spins are coupled 
antiferromagnetically following (5.33). Using perturbation theory, the super­
exchange constant J can be written as a function of the parameters of the 3 

NB 

E 

Fig. 5.31. Schematic density of states diagram ofYBa2Cu306.5 as a change transfer 
insulator (EcT = charge transfer gap) in the 3-band Hubbard model. The shaded 
states are electron occupied (hole empty) whereas the upper Hubbard band (UHB) 
is electron empty (hole occupied). ZRS represents the Zhang- Rice singlet band (148] 

band Hubbard model: 

4t4 ( 1 1) 
J ~ Ll2 udd + Ll ' 

(5.38) 

where Ll ~ 3.5 eV represents the difference between the atomic p and d ener­
gies, Udd ~ 8.8eV and t = 1.3 eV. Using these energies we find J = 0.09eV, 
in reasonable agreement with the values derived from the peak in the two-
magnon spectra. 
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It is easy to construct the Hamiltonian for Raman scattering by two ma­

gnons, in lowest (third) order of perturbation theory, following a path similar 

to that which led from the three-band Hubbard model to (5.33) and (5.38). 

The relevant steps are illustrated in Fig. 5.32 for the case of incident and 

scattered fields EL, Es directed along the x-axis (Fig. 5.1). The Hamiltonian 

expressing the incident field (PL · EL) can excite an electron of the "anti­

bonding" oxygen 02 to the UHB, of the copper on the left in step (a), the 

corresponding dipole matrix element being proportional tot. In step (b), the 

Hamiltonian (5.33) flips the up-spin of 02 and the down-spin of the copper to 

the right. The last step (c) involves the deexcitation of the UHB of the copper 

on the left through a transition to the empty up-spin 02. The deexcitation 

energy is taken up by the emitted photon. We take both participating pho­

tons to be polarized withE along x. The combined scattering Hamiltonian 

is proportional to [8,143] 

(5.39) 

where the effective Hubbard energy U is, approximately, the average exci­

tation energy from the ZRS (see Fig. 5.31) to the UHB (:::::i 3.5eV [148]). 

The sum over (i, Jx) in (5.39) is extended for each i of the up-spin sublattice 

to the two j nearest neighbors along x. The scattering described by (5.39) 

corresponds to EL II Es II x. 
Let us assume IJL,I = IJLyl = J1 and add to (5.39) the corresponding 

Hamiltonian for EL II Es II f). In this manner we obtain the scattering 
Hamiltonian for a polarization configuration of A 19 symmetry: 

(5.40) 

where j is summed over the four nearest neighbors of i. Note that the Hamil­

tonian (5.40) commutes with the unperturbed one given in (5.33). It cannot, 

therefore, induce any excitations when applied to the ground state of (5.33). 

Thus, to this order in t2 /(U- WL), scattering of A 19 symmetry should not 

take place. This is not the case for the Hamiltonian (5.39), which can be 
decomposed into the sum of (5.40) and: 

(5.41) 

where the sum over j is split into nearest neighbors along x and along y. 
The Hamiltonian (5.41) corresponds to scattering of B 19 symmetry by two 

magnons, which, contrary to that of A19 symmetry, should not vanish. This 

is the reason why the B19 scattering is usually dominant, at least away from 
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PL·Ex 

cb cfP 
________. (a) 

f 
+ gg) 
~ 

(b) 

-JS.·S. t I J 

Fig. 5.32. Schematic diagram of the 
three steps leading to light scattering 

cfP 
by two magnons in Cu02 AF planes. 

Ps·Ex 
(a) Electric dipole virtual excitation 
to a UHB. (b) Exchange induced spin 

(c) 
flip in the oxygen and the copper. (c) 

~ 
Deexcitation from an UHB by dipole 
emission of the scattered photon. The 
Stokes shift should be ~ 3 J according 
to Fig. 5.30 

resonance (wL « U ~ 3.5eV) (see Figs. 5.27 and 5.28). Scattering of A 19 

symmetry becomes possible to higher order of perturbation theory. The next 
higher order terms in the tj(U- wL) are [143]: 

H~~19 ) ex (U ~~L)3 I: (Si · S1J (Six+y · S1x) , (5.42) 
•,J 

where, for simplicity, we have only included terms which correspond to nearest 
neighbor exchange interaction. The Hamiltonian of (5.42) flips four spins in 
a plaquette such as that of Fig. 5.30 and should result in a Raman shift 
equal to 4J. In [143] the reader can also find terms of B 29 symmetry (i.e. 
ExEy) and A29 symmetry (that of an antisymmetric Raman tensor) which 
become non vanishing to order t 4 / (U -WL ) 3 . The B29 terms also require second 
neighbor exchange interaction: 

H~r;29 ) ex (U ~4 )3 L (sisix+y- sjs}x-y) (5.43) 
WL .. •,J 
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Therefore scattering in the B 29 (ExEy) symmetry configuration should be 
very weak, weaker than A19 scattering, in agreement with the results of 
Fig. 5.28. The corresponding A29 scattering operator should produce scat­
tering involving three spin flips which requires that either the ground state 
or the excited state be chiral [37]. 

5.6.4 Lineshape of Two-Magnon Raman Scattering 
in the Insulating HTSC Phases 

The lineshape of light scattering by two magnons in AF materials was dis­
cussed well before the discovery of HTSC. We mention the pioneering work 
of Elliott and Thorpe [163] who developed a Green's function method for 
calculating the two-magnon Raman lineshape in 3D antiferromagnets, and 
Parkinson [160], who used the method to calculate the spectrum of the 214-
like material K2NiF 4 , a 2D antiferromagnet with two holes in the d-shells of 
Ni (d8 ), i.e. according to Hund's rule, with S = 1. The basic idea behind this 
work is the assumption of isotropy of the magnon dispersion relation (5.35) 
which, at the edge of the magnetic BZ leads to a typical square root sin­
gularity in the density of magnon states rv (wM- w)-112. This functional 
dependence also applies to the density of two magnons with the constraint 
k 1 + k 2 '::o:' 0, imposed by Raman spectroscopy. The (wM- w)-112 singularity 
is lifted by magnon-magnon interaction and a spectral shape similar to the 
one observed for K2NiF4 and also Rb2MnF4 (S = ~) is found. Analogous 
calculations have been performed by Weber and Ford for the cuprates [164]: 
They reveal an essential difference between the two-magnon band calculated 
on the basis of the Gaussian-broadened dispersion relation (5.35) and the 
experimental spectra: while the former are asymmetrically broadened (with 
a sharp edge at the high frequency side corresponding to (wM- w)-112) the 
latter have a long tail towards high frequencies (see Fig. 5.33). Figure 5.35 
also indicates that the two-magnon spectra broaden considerably with in­
creasing temperature. This broadening is not likely to result from magnon­
magnon interactions since the magnon frequencies involved are considerably 
larger than those that correspond to the temperatures of the measurement. 
It must, therefore, be related to the thermal excitation of phonons which 
broaden the magnons through phonon-magnon interaction. Such interaction 
arises naturally from the modulation of the p-d first neighbor hopping para­
meter t when modulating the copper-oxygen distance r: According to Har­
rison [166] t should be proportional to r-3·5 . The authors of [165] fitted 
the spectra of Fig. 5.33 with the sum of two temperature dependent broa­
dening mechanisms: magnon-magnon and magnon-phonon interaction. The 
Lorentzian broadening parameter (HWHM) at 600 K calculated from these 
mechanisms, is rv 600cm-I, about 300cm-1 less than that needed to fit the 
spectrum measured at 600 K. 

This discrepancy and the asymmetric lineshape, with a long tail toward 
higher frequencies, have triggered a large amount of theoretical work, most 
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Fig. 5.33. Measured (dots) and calculated (solid line) B19-like two-magnon spectra 

of EuBa2Cu306 for various temperatures. The experimental high-energy tails of the 

spectra taken at 11 K and 320 K spectra merge with each other (165) 

of which is reviewed in [146]. Three causes have been suggested for these 
anomalous spectral shapes: 

(1) Quantum fluctuations due to the small value of S (S = ~) in the cu­
prates (as opposed to K2NiF4 and Rb2MnF4 ) [154]. This suggestion has 
been rejected in [167] on the basis that similar anomalies appear for an 
antiferromagnet with S = 1: NiPS3 . 

(2) Electron phonon interaction. Besides the heuristic, perturbative calcula­
tions in [165], a number of cluster calculations with the phonons repre­
sented by static distortions of the atomic sites in the cluster have been 
presented [146,168,169]. The authors make use of the r-3 ·5 dependence of 
the hopping parameter t in order to simulate the effects of the phonons. 
In calculations using finite clusters, it is, however, difficult to separate 
the coherent components of the spectral functions from the incoherent 
background due to the frozen phonon displacements. Nevertheless, the 
calculated curves describe well the measured B19 spectra except , possi­
bly, for the high frequency tails [168]. 

(3) The high frequency tails can be explained by including contributions of 
scattering by more than two magnons, such as the processes depicted in 
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Fig. 5.3c,d which peak at 4 J and 5 J. These processes are essential for 
understanding the scattering of A 19 symmetry which, according to (5.42) 
should be weak and should peak at w ~ 4J (see Fig. 1 of [168]). 

We close this section by mentioning that spectra which are likely to be 
due to the creation of two magnons plus one phonon have been observed in 
theIR absorption of high-Tc superconductors [170,171]. 

5.6.5 Resonant Raman Scattering by Magnons 

The expressions (5.40)-(5.43) indicate the presence of resonance effects in the 
scattering by magnons. The dominant scattering, i.e. that of B19 symmetry, is 
represented by the Hamiltonian ( 5.41) which contains a single resonant energy 
denominator (note, however, that (5.41) must be squared in order to obtain 
the resonant scattering efficiency). This dominant B 19 scattering corresponds 
to scattering by two magnons. Scattering of A19 symmetry involves, as discus­
sed in Sect. 5.6.2, four or more magnons and is more strongly resonant than 
the dominant two-magnon scattering of B 19 symmetry (note that (5.42) has 
three energy denominators); it should display peaks in the scattered spectra 
at Es ~ 4 J and 5 J (see Fig. 5.31). Such peaks have been reported by several 
workers. We mention here the measurements of Riibhausen et al. [10] perfor­
med on the nonsuperconducting material PrBa2Cu2.1Alo.307: a broad band 
centered at around Es = 4 J, displaying a long tail (Es ~ 5 J, 6 J) towards 
higher energies in the A 19 scattering geometry when the laser approaches 
the resonant energy of~ 2.8 eV. These authors also observed a resonance at 
nearly the same laser frequency in B 19 configuration for which the scattering 
spectrum is peaked at Es ~ 3 J. Close to resonance, the long energy tail also 
contains some evidence for excitations at E 8 = 4 J, 5 J, 6 J, . . . which have 
been predicted in [143]. 

A detailed investigation of the resonance in the B 19 two-magnon scat­
tering has been performed by Brenig et al. [94] using six different laser lines. 
Figure 5.34 displays the integrated absolute Raman efficiencies of the spectra 
measured for four different cuprate samples vs. laser photon energy. The 
solid curve shows the results of a calculation (in absolute efficiency units), 
similar to that which led to (5.41), requiring a few adjustable band structure 
and correlation parameters which take physically reasonable values. The fact 
that the calculation can reproduce the large measured scattering efficiencies is 
quite remarkable. The lower edge of the resonance curve and the few available 
experimental points, peak at liwL ~ 2.7eV. This photon energy corresponds 
to that of a structure observed in the dielectric function of PrBa2Cu2Cu30 7 
for in-plane polarization [172]. 
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Fig. 5.34. Observed B19 resonant Raman efficiency for various cuprates (mar­
kers) compared with the calculated efficiencies (solid line): (D) YBa2Cu30 6.0 ; ( x) 

YBa2Cu306.3, scaled to 06.o; (.6) Nd2Cu04; (V') La2Cu04 (94] 

5.6.6 Scattering by Magnetic Fluctuations 
in Doped (Superconducting) Cuprates 

Figures 5.27, 5.28, 5.33, and 5.34 demonstrate the robustness of scattering by 
two magnons in the insulating partners of HTSC cuprates. In spite of a natu­
ral reluctance to admit the simultaneous appearance of antiferromagnetism 
and superconductivity, it was early realized that two-magnon-like features 
persisted in the doped phonons of those cuprates [142] even in their super­
conducting state. Their strength has a tendency to decrease with increasing 
doping (see Fig. 5.35), becoming rather weak in strongly overdoped samples 
(for spectra of overdoped Bi-2212 see [173]). Actually, for some highly over­
doped samples, two-magnon structures appear clearly only below Tc (see 
Fig. 1a of [173]). For underdoped samples, the two-magnon features are en­
hanced when the laser frequency approaches resonance (around 3 eV, see 
Fig. 1 of [101]). This resonance effect is much weaker for overdoped samples. 
Although two-magnon features can be seen for samples with any degree of 
doping, the following facts are generally observed when the doping is increa­
sed. 

(1) The intensity of the "two-magnon" features decreases (see Fig. 5.35 

and [174]). 
(2) The corresponding band broadens [174]. 
(3) Its peak shifts slightly to lower frequencies [174]. 

It is generally believed that the AF long-range order disappears upon 
doping. The fact that AF-like scattering can be observed in doped samples, 
in which the AF order has been destroyed, suggests that the scattering is 
due to spin-flip transitions in short-range antiferromagnetic fluctuations. The 
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Fig. 5.35. Concentration dependence of the B19 Raman spectra in the n-type su­
perconductor Pr2-xCexCu04-y at 300 K. Crystals with x = 0, 0.09, and x = 0.13 
belong to the AF phase at 0 K. The x = 0.15 crystal exhibits superconductivity at 
13 K. The x = 0.2 crystal belongs to the metallic phase (142) 

near disappearance of"two-magnon" scattering in heavily overdoped cuprates 
reveals that for these materials the coherence length of the antiferromagnetic 
fluctuations is no more than about two lattice constants. One may conjecture 
that the decrease in the coherence length of the AF fluctuations is responsible 
for the decrease of Tc in the overdoped region, under the assumption that the 
superconducting pairing is effected by the AF fluctuations. 

A few other facts suggest a close correlation between the AF fluctuations 
(as observed by Raman scattering) and the superconductivity. It has been 
observed for underdoped samples (e.g. Y0 .8Pro.2Ba2 0 7 ) that the normal-to­
superconducting transition is accompanied by a significant transfer of scat­
tering strength from the A 19 to the B 19 spectrum in the region from 1000 to 
3000cm-1 [175]. 

The ubiquitous multimagnon Raman bands discussed in this section ex­
hibit a considerable number of interesting features, some of which, e.g. reso­
nance effects, are just beginning to be investigated. These investigations may 
provide clues for the definitive elucidation of the mechanism responsible for 
the superconductivity in these intriguing materials. 
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V Thoughts About Raman Scattering 
from Superconductors 

Miles V. Klein 

The prospect of inelastic scattering of light from the electronic states of a sys­
tem was proposed in 1923 by Smekal [1] five years before the discovery of what 
is now called vibrational Raman scattering by Raman and Krishnan (from 
liquids) [2] and by Landsberg and Mandelshtam (from crystals) [3]. 

Superconductivity was discovered by Kamerlingh Onnes in 1911 [4]. In 
spite of extensive experimental work during the first half of the 20th cen­
tury, the theoretical explanation was long in coming. That was provided 
by Bardeen, Cooper, and Schrieffer (BCS) in 1957 [5). Thanks to them, we 
know that superconductivity is the result of pairing correlations that alter 
the ground state of a metal. These correlations also change dramatically 
the Raman-active electronic excitations, as first pointed out by Abrikosov 
and Fal'kovskii in 1961 [6]. A more realistic treatment was published in 
197 4, taking into account the anisotropy of the band structure in a real 
solid [7]. For spectroscopy the most important effect of the superconduct­
ing correlations is the energy gap, a shift in the value of the single-particle 
energy levels away from the Fermi energy. The maximum value of the shift 
is the gap ~' which occurs right at the Fermi surface. This can be seen 
experimentally using single-electron spectroscopies, such as tunneling or, in 
the case of some cuprate high temperature superconductors (HTS), angle­
resolved photoemission spectroscopy. These techniques show states at the 
Fermi energy shifting by ~- The Raman scattering process creates a particle­
hole pair in the normal state of the metal. Such an excitation is sometimes 
called an electron-hole excitation because a particle is moved from an oc­
cupied state to an unoccupied state, creating, respectively, a hole and an 
electron. In the superconducting state each single particle state, or quasi­
particle, is a mixture of an electron and a hole; thus the particle-hole pair 
becomes simply a pair of quasi-particles. As a result of energy shifts, the 
minimum energy required to create a particle-hole excitation at temperature 
T = 0 is 2~. This should lead to a sharp onset of Raman scattering, producing 
a peak at a Raman energy shift of 2~. 

Raman scattering from metals is weak because the small optical penetra­
tion depth severely limits the scattering volume. Before the advent of HTS's, 
the maximum expected value of 2~ corresponded to a Raman shift of about 
50 em -I. To detect a peak this close to the laser line requires a clean sample 
surface, high sensitivity, and excellent stray light rejection by the spectrom­
eter. These conditions were not met until1980 when Sooryakumar and Klein 
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found Raman peaks at an energy near 2~ in the layered transition metal 
dichalcogenide 2H-TaSe2 [8]. This material has a micaceous structure and 
easily cleaves, leaving a nearly perfect surface. It undergoes a phase tran­
sition to a charge-density-wave (CDW) state at 33K and becomes super­
conducting at 7 K. In the CDW state there are new Raman-active phonon 
modes corresponding to dynamic modulation of the amplitude of the CDW. 
These are near 40cm-1 and are quite broad, whereas the gap peaks are 
near 18cm-1 . In fact the peaks of the CDW amplitude modes overlap the 
gap peaks and are believed to be the source of their Raman activity. It was 
suggested by Littlewood and Varma in 1981 [9] that coupling between the 
CDW amplitude modes and the superconducting electrons is via the ampli­
tude of the superconducting order parameter (gap) rather than via the usual 
particle-hole pairs. In this picture, the Raman peaks near 2~ are signatures 
of a collective mode, the amplitude mode of the superconducting gap, rather 
than the incoherent superposition of peaks representing quasi-particle pairs. 
In particle physics this collective mode is known as the Higgs mode, or the 
Higgs boson [10]. 

The Abrikosov prediction of pure electronic Raman scattering from super­
conducting gap excitations was realized in the A15 family of superconductors 
and in Nb by the Munich and Urbana groups, starting in 1983 [11-15]. To 
a first approximation the results could be explained by the BCS-based theory 
of Raman scattering [7,13], but some inconsistencies remain. 

After the discovery of HTS, attention turned to them, and Raman investi­
gators along with everyone else started wrestling with the new problems posed 
by these materials. Raman scattering is unique among all the spectroscopic 
probes of the cuprate HTS's in that it measures the long-wavelength response 
of the three excitations that are most directly involved in the superconducting 
transition. In my ordering of their relevance to high temperature supercon­
ductivity, the electronic (gap) excitations are first, the magnons second, and 
the optical phonons third. 

The intensity, shape, and position of the electronic 2~ gap peak depend on 
the polarization geometry of the experiment, which measures the symmetry 
of the created excitations (just as in the more familiar case of phonon Raman 
scattering). The origin of this symmetry-dependence lies with the anisotropy 
of the electronic band structure of the material and of the superconducting 
gap, when expressed in terms of the pseudo-momentum of the electron. 

High temperature superconductors are highly unusual metals, whose prop­
erties are quite unlike those of familiar metals such as Al or Cu. The con­
duction electrons in the HTS interact strongly and cannot be considered 
to be "nearly free" as is true of Al or Cu. In many respects the HTS are 
"bad" metals. Their key superconducting properties are also highly unusual. 
Experiments that are sensitive to the phase of the superconducting gap as 
a function of pseudo-momentum have shown that the gap is unconventional 
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in that it changes sign and has nodes. In the context of the Raman spectra, 
this strongly affects the symmetry-dependence of the gap peak. 

In the metallic state, the bad-metal properties result from the fact that 
these materials are doped, nearly two-dimensional, spin one-half, antiferro­
magnetic insulators. The insulating materials are the "parent compounds" of 
the HTS, and their "children", the HTS, inherit some characteristics from 
the parents. The carriers doped into the insulator interact with the spins, 
breaking up the long-range antiferromagnetic order, and the carriers are in 
turn strongly affected by the remnant antiferromagnetism. 

Magnetic Raman scattering comes from the residual antiferromagnetic 
fluctuations that remain in the metallic and superconducting states. This 
form of Raman scattering is second in importance only to the gap excitations 
because its presence proves that magnetic fluctuations coexist with supercon­
ductivity over much of the doping range. Magnetism was generally believed 
to be inimical to superconductivity, but that is not necessarily true of anti­
ferromagnetic fluctuations. In some credible scenarios such fluctuations are 
believed to cause HTS in the cuprates. Within these scenarios, it is important 
to determine the connection between those fluctuations responsible for HTS 
and those that are most prominent in the magnetic Raman spectra. 

Several of the Raman-active phonons in the cuprates change their shape, 
position, and intensity as the sample is cooled through the superconducting 
transition. This is evidence of strong electron-phonon coupling. The present 
consensus is that the coupling is not strong enough to cause HTS behavior. 
This coupling allows us to use the phonons as internal probes of the electronic 
excitations and their change with superconductivity. The application of this 
technique has been quite sophisticated, particularly with respect to that most 
studied of the HTS, YBa2Cu306+x· 
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VI Two-Magnon Inelastic Light Scattering 

David J. Lockwood 

Spin waves, or magnons, are low-lying excitations that occur in magnetic­
ally ordered materials. The concept of a spin wave was first introduced by 
Bloch [1] in 1930. He postulated that electron spins can deviate slightly from 
their ordered ground-state alignment and the resulting excitation propagates 
with a wavelike behaviour through the solid. Since the electron spins are 
described by quantum-mechanical operators, spin waves are also quantized, 
with the basic quantum excitation being termed the magnon. 

The first observation of inelastic light scattering from magnons was made 
in 1966 by Fleury, Porto, and co-workers [2]. This was in the midst of a gold­
en period in Raman scattering research when many important new discov­
eries were made (3] consequent upon the use of newly developed lasers as 
light sources. The use of laser excitation at power densities unachievable 
with earlier incoherent light sources, coupled with the development of the 
double-grating spectrometer by Mitteldorf and colleagues at Spex Industries 
and the use of photoelectric detection, had revolutionized and revitalized the 
technique of Raman spectroscopy. 

Fleury et al. [2] observed a temperature-dependent light scattering from 
one- and two-magnon excitations in the rutile-structure antiferromagnet FeF2 . 

The one-magnon scattering occurred from magnons with wavevectors near 
the magnetic Brillouin zone centre while the two-magnon peak had different 
polarization characteristics and occurred at an energy nearly twice that of 
Brillouin zone boundary magnons. This in itself was not unusual, as first- and 
second-order scattering from phonons was well known in solids. What was 
striking, however, was the extraordinarily high intensity of the two-magnon 
peak - comparable to or greater than the one-magnon cross section - and 
the unusual line shape found in FeF2 and other simple antiferromagnets [4]. 
Clearly, the two-magnon scattering was not the usual second-order effect seen, 
for example, in phonon Raman scattering. 

Bass and Kaganov [5] first proposed in 1959 that light scattering from 
magnons would logically take place through the magnetic dipole interaction 
between the spin fluctuations and magnetic vector of the light. However, 
Elliott and Loudon [6] showed in 1963 that this interaction is very weak and 
that a much more efficient mechanism is provided through the electric dipole 
interaction. Nevertheless, this latter mechanism taken in second-order yields 
a two-magnon scattering cross section several orders of magnitude smaller 
than for one-magnon scattering and would be hard to observe (it has not been 
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seen in ferromagnets) [4]. This discrepancy with experimental observations on 
antiferromagnets and ferrimagnets was resolved in 1968 following a suggestion 
from theoretical work of Moriya [7] and Loudon [8] of an alternative and more 
efficient mechanism now known as the exchange scattering mechanism [9]. 

To illustrate this mechanism we consider a simple two-sublattice anti­
ferromagnet, where there are two magnon branches with frequencies w±(k). 
Physically these correspond to the excitations in which the total sz spin 
operator changes by unity, and we denote the state functions by lk, +) and 
lk,-) according to whether sz is increased ( +) or decreased (-). These may 
be used to construct the linearly independent two-magnon states (with exci­
tation wavevectors k and -k) as follows: 

State 
Ia) = lk, +)1-k, +) 
lb) = 2-1/ 2 [lk, +)1-k, -) + lk, -)1-k, +)] 
lc) = 2- 1/ 2 [lk, +)1-k, -) -lk, -)1-k, +)] 
ld) = lk, -)1-k, -) 

flSz 

+2 
0 
0 

-2 

(VI.l) 

For a simple ferromagnet there is just a single (acoustic) magnon branch 
lk, -),and the only possible two-magnon state is ld), which corresponds to 
flSz = -2. For an antiferromagnet there are the extra possibilities of ha­
ving two-magnon excitations with flSz = 0 and flSz = +2. The flSz = ±2 
scattering matrix elements come from fourth-order perturbation theory [7]: 
second-order in the electric-dipole interactions (as usual in light scattering) 
and also second-order in the spin-orbit interaction. This is just the Elliott­
Loudon one-magnon process [6] extended to higher order. The flSz = 0 scat­
tering matrix elements come from third-order perturbation theory: second­
order in the electric-dipole interaction and first-order in the exchange. The es­
sential feature is that spin deviations are created at a pair of exchange-coupled 
magnetic sites on opposite sublattices (hence giving flSz = 0) through virtual 
electronic transitions to higher states. This results in a much more efficient 
mechanism for two-magnon scattering than provided by the flSz = +2 case. 
Also, since it is physically quite different from the one-magnon scattering 
mechanism, there is no a priori reason to expect two-magnon scattering to 
be weaker than one-magnon scattering. In (VI.1) it is the even-parity state 
lb) that corresponds to two-magnon scattering, while the odd-parity state lc) 
is important for two-magnon absorption. 

Thus, in two-magnon scattering in antiferromagnets, two spin deviations 
with wavevectors k and -k are created in close proximity on opposite mag­
netic sublattices and are coupled by the exchange interaction. Because the 
two-magnon density of states peaks at the Brillouin zone boundary, the two­
magnon Raman scattering was expected to be dominated by zone edge mag­
nons. However, the experimental peak energies were observed to lie below the 
corresponding zone edge values. This is partly because of weighting factors 
that must be included in calculating the Raman intensity, but also because 
of magnon-magnon interactions [10]. The latter effect is important even at 
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low temperatures, since the two exchange-coupled magnons are created on 
neighbouring lattice sites and hence they interact strongly. It should be noted 
that for applied magnetic fields B below the spin-flop transition point, the 
two-magnon scattering is insensitive to B [9]. This is because the effect of B 
is to increase w+ ( k) and to decrease w- ( k) by a similar amount resulting in 
essentially no net shift in the two-magnon frequency. 

The exchange coupling theory, including magnon-magnon interactions, 
has been remarkably successful in predicting the two-magnon Raman scat­
tering spectra of magnetic solids [4] and can even be used to determine ac­
curately the antiferromagnetic exchange constant [11]. It thus can be applied 
with confidence to more complex situations such as those described here in 
this chapter on high Tc superconductors. 
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6 Raman Applications in Catalysts 
for Exhaust-Gas Treatment 

Willes H. Weber 

Abstract. Applications of Raman scattering in the characterization of ma­
terials used in the catalytic treatment of exhaust gases, both from vehicles 
and stationary sources, are reviewed. The primary materials used as supports 
in highly-dispersed precious-metal catalysts include alumina, silica, titania, 
zirconia, and ceria, and reference spectra are given for all of these as well as 
for the standard substrate material cordierite. Additional Raman spectra are 
given for most of the known oxides of the platinum-group metals, many of 
which are used in automotive catalysts. Raman scattering helps to elucidate 
the oxygen storage mechanism and in some cases the oxygen storage capacity 
of specific catalysts. Adsorbed oxides of both nitrogen and sulfur give char­
acteristic Raman signatures, which are useful for identifying the interactions 
of various NOx and SOx species with different catalysts. Raman scattering 
is also used to quantify particle size, an important attribute for any surface­
mediated process. Finally, three examples are cited that use the PdO Raman 
signal for quantitative analyses on Pd-containing catalysts. 

Catalysis plays an important role in the production of many mass-produced 
chemicals and synthetic materials. For example, zeolite-based catalysts are 
widely used in the production of liquid petroleum-derived products, the most 
important of which on a volume basis is probably gasoline [1]. In addition, 
metal-oxide catalysts of Co and Mo dispersed on Ab03 are used to remove 
sulfur from petroleum- or coal-derived feedstocks [2], and a variety of ca­
talysts are central to the synthesis of polymeric materials [3]. Because of 
the enormous commercial importance of catalysis, the major chemical and 
petrochemical industries have devoted considerable effort toward understan­
ding how catalysts function and toward inventing new and better catalysts. 
To this end a large number of analytical techniques have been applied to 
the characterization of catalytic materials and processes. The recent mono­
graph by Wachs [4] lists thirty such techniques. Raman scattering is among 
the few techniques that can be done in situ under pressure and temperature 
conditions at which catalysts for gas-phase reactions typically operate, and 
it can be done in aqueous or transparent polymer-melt environments as well. 
Under ideal conditions Raman scattering can even identify adsorbed species. 
It also has good chemical specificity for identifying the phases of the cata­
lyst materials, excepting, of course, the pure metallic phases, whose Raman 
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spectra are generally unobservable. The inability of Raman scattering to de­
tect these metallic phases is probably its greatest limitation with regard to 
catalyst characterization. Although many of the electron-spectroscopy based 
techniques have greater surface sensitivity, these generally operate only in 
ultrahigh vacuum and, thus, they are not suitable for in situ measurements 
under realistic conditions. 

The importance of Raman scattering for catalytic studies is evidenced by 
the large number of excellent review articles, book chapters, and monographs 
devoted to the subject. These include the recent monograph by Stencel [5]; the 
review articles by Knozinger [6], Dixit et al. [7], and Wachs and co-workers [8-
10]; and the book chapters by Bartlett and Cooney [11] and Mehicic and 
Grasselli [12]. All of these works have concentrated on catalytic applications 
directed toward chemical production, which has historically been the main 
use for catalysts. In the last two to three decades, because of increasing 
environmental concerns about air quality, there has been a new thrust to 
develop catalysts whose purpose is to remove noxious species from combustion 
processes occurring in fixed-source power-generating plants and in internal 
combustion engines used in vehicles. This catalytic process is referred to as 
heterogeneous catalysis, since the reactants are in the gas phase whereas the 
catalysts are in the solid phase. In order to limit the scope of this review to 
a manageable size, we will focus on these types of catalysts and mainly on 
those used in vehicles. A few other recent topics that have not been specifically 
addressed in previous reviews will also be included. In keeping with the main 
subject of the book, we will concentrate on the materials aspects of catalysis 
rather than the chemical reactions. 

There are other optical techniques, besides Raman scattering, that have 
been used for in situ catalyst studies, including ellipsometry [13-18] and 
second-harmonic generation (SHG) [19-21]. These have greater surface sen­
sitivity than Raman, but they lack its chemical specificity. In addition, both 
ellipsometry and SHG require a smooth specular-reflection surface, which 
means they cannot be used with most commercial catalysts. 

The paper is organized in the following manner. Section 6.1 deals brie­
fly with some typical support materials: alumina, silica, titania, ceria and 
zirconia. The supports are generally high-surface-area, porous phases throu­
ghout which the active precious-metal catalysts are dispersed. The primary 
substrate material, cordierite, is also discussed. Cordierite is a light-weight, 
crystalline ceramic onto which the active, supported-metal catalysts are ap­
plied. Section 6.2 catalogs Raman spectra of the oxides of the platinum-group 
metals, some of which are widely used in automotive exhaust catalysts for 
the simultaneous conversion of CO to C02 and the combustion of unburned 
hydrocarbons as well as for the reduction of NO to N2 [22,23]. Although 
the pure metals themselves give no Raman signals, they are always used 
in a gas stream containing oxygen so that metal oxides can and often do 
form. Section 6.3 discusses the materials added to exhaust-gas catalysts to 
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improve their oxygen storage capacity, which is an important attribute for 
emissions reduction from gasoline engines. Section 6.4 addresses the use of 
Raman scattering in identifying adsorbed species. The emphasis is on the 
oxides of nitrogen (NOx) and sulfur (SOx). There is considerable effort being 
devoted to the removal of NOx in the presence of excess oxygen. Sulfur oxides 
are important, since sulfur is a trace impurity in most petroleum-based fuels, 
and it has a negative impact of several air-quality issues. Certain zeolite­
based catalysts are being considered for NOx removal, but these will be only 
briefly discussed, since the subject of Raman studies on zeolites has been 
included in the earlier general reviews [5,11,12) as well as in recent reviews 
focused specifically on zeolites [24,25]. Section 6.5 describes the use of Raman 
scattering to estimate particle size, which can have an important effect on 
the activity of the catalyst. Section 6.6 considers using Raman scattering to 
do quantitative analyses on catalysts. Although Raman scattering is gener­
ally considered to be a qualitative analysis technique (or semi-quantitative 
at best), when well-characterized reference samples are used for calibration, 
Raman can both identify and give good quantitative information about the 
concentration of a specific compound. Section 6. 7 contains a brief summary. 

6.1 Supports and Substrates 

Support materials must satisfy several, sometimes conflicting, requirements. 
They must provide a porous medium through which the gas molecules can 
rapidly diffuse and a structure on which the precious metals and other ac­
tive components can be dispersed, without undergoing unwanted chemical 
reactions. In addition, they must limit or prevent sintering of the active com­
ponents at the elevated operating temperatures of the catalyst. The sup­
ports most compatible with Raman studies generally have weak and broad 
Raman spectra, but subtle phase changes can sometimes occur after high­
temperature treatments that can substantially change their spectra. 

A typical automotive catalyst employs a support material of which "Y­
Ah03 is a major component. This phase of alumina is a sponge-like, porous 
material that has a spinel-type crystalline structure and a surface area, as 
measured by gas adsorption, as high as 100-200m2 jg. The "Y-Al20a is some­
times shaped into spherical beads, for a packed-bed reactor, but more often 
is coated onto a cordierite substrate, for a monolithic reactor. The coating, 
referred to as the washcoat, is first impregnated with the active catalytic com­
ponents by way of a wet chemical process. Cordierite is an ideal substrate, 
since it is light weight, mechanically strong, chemically inert, and stable at 
high temperatures. It is processed by extrusion into a thin-walled honeycomb 
structure that gives good throughput for a flowing gaseous stream. Figure 6.1 
shows an electron back -scattering image of the cross-section of a typical mono­
lithic automotive catalyst that has been cut open and polished. The channel 
openings are square, ~ 1 mm on a side, the cordierite thickness is ~ 140 J.Lm, 
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Substrate: Cordierite, 
Mg-AI-silicate ceramic 

Washcoat: .,..At,o, and 
ceria-zirconia supports 
+ active precious metals 

Fig. 6. L Electron back-scattering image of the cross-section of a typical automobile 
catalyst. The square opening in the channel is roughly 1 mm on a side. The washcoat 
layer, which is ~ 40 11m thick, covers the inside of the channels and has a slightly 
different texture from the cordierite. This layer is partially peeled off on the left 
side. (Courtesy of A. Chen) 

and the wash coat layer is 20-50 IJ.m thick. A single catalyst brick contains 
~ 1-2 x 104 channels, each 10-20 em in length. Monolithic reactors are now 
used almost exclusively in automotive catalysts, because they produce lower 
back pressure and they are much less likely to degrade by attrition, a common 
failure mode for packed-bed reactors. 

Figure 6.2 shows Raman spectra from several phases of alumina taken 
from the work of Deo et al. [26). Of the· materials shown in the figure, 1-Al203 
is the one most compatible with Raman studies, since it does not contribute 
any spectral features that might interfere with those from adsorbates or ca­
talytically active materials. Gamma-alumina is also widely used in catalytic 
applications, e.g., as a precious-metal support in exhaust-gas treatment and 
as a Ag support for the catalytic oxidation of ethylene to ethylene oxide, 
which is an important process in the chemical industry. The spinel struc­
ture of ')'-Ah03 is apparently stabilized by the presence of protonated cation 
vacancies and both surface and bulk hydroxyl groups [27,28). Thermal dehy­
drogenation of 1-Ah03 at temperatures in the 1100-1400K range leads to 
the formation of transitional alumina phases, such as 8-Ah03 and O-Ah03, 
which show characteristic Raman spectra. The presence of these phases can 
yield important information on the thermal history of the catalyst. On the 
other hand, their Raman spectra may interfere with those from other species. 
The high-temperature stable phase of alumina, a-Ab03 (sapphire), produ­
ced by complete dehydrogenation, is a dense crystalline material with very 
strong and sharp lines. This material is not generally used as a support. 

Figure 6.3 shows spectra from the substrate material cordierite and three 
other support oxides: amorphous silica (a-Si02) and the rutile and anatase 
phases of Ti02. Cordierite is a magnesium-aluminum silicate. It has a strong 
and characteristic Raman spectrum that can sometimes interfere with in situ 
studies of production catalysts, unless the catalyst layer is sufficiently thick 
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Fig. 6.2. Raman spectra of alumina phases. From Deo et aL [26] 

Ti02 (rutile) 

Ti02 (anatase) 

200 400 600 800 1000 1200 

Raman Shift (cm-1) 

Fig. 6.3. Raman spectra of cordierite, amorphous silica, and two phases of titania 

to prevent the laser beam from reaching the substrate. Amorphous silica 
gives only weak and broad lines, and there is little intensity above 600 cm-1. 

Both phases of titania give strong lines in the low frequency region but no 
interference above ::::::! 700 em -l _ 
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During the last few years, the support materials in automotive catalysts 
have evolved into complicated mixtures of phases of which 1-alumina is only 
one component. Mixed oxides of Ce02 - Zr02 are another important com­
ponent. The addition of zirconia to ceria, which produces solid solutions of 
the form Ce1-xZrx02, improves the oxygen storage capability of the mate­
rial and stabilizes it against sintering at high temperatures. As the amount 
of Zr is increased, the material transforms from the fluorite-structured Ce02 
phase, with only a single Raman mode, into a tetragonal phase with six 
Raman-active modes. This phase transformation has been studied with Ra­
man scattering by Yashima et al. [29) and by Vlaic et al. [30). Results from 
the latter work are shown in Fig. 6.4. 

Although it is clear from Figs. 6.2-6.4 that 1-Ah03 is the support mate­
rial most suitable for Raman studies, we note that trace impurities in 1-Al20 3 
as well as in any of the other materials shown here can sometimes produce 
a large fluorescence background that obscures the Raman spectrum. 

a 
--=--::l 
cd ->--·u; 
r:: 
.m b c: 

c 

100 300 500 700 900 

Raman Shift (cm·1) 

Fig. 6.4. Raman spectra of (a) Ce02, (b) Ce0.sZro.5 0 2, (c) Ce0 .2Zr0 .8 0 2. From 
Vlaic et al. (30] 
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6.2 Oxides of the Pt-Group Metals 

Automobile exhaust catalysts are designed to reduce the concentrations of 
carbon monoxide, unburned hydrocarbons, and oxides of nitrogen (NOx). Ca­
talysts that perform these functions are termed three-way-catalysts (TWC's), 
because of their threefold functionality [22,23]. The precious metals typically 
used in TWC's are Pt, Pd, and Rh. These are Group VIII metals, which have 
in common an electronic structure with a nearly filled d band. They are also 
called the Pt-group metals. Os, Ir, and Pt comprise the end of the 5d series of 
the Pt-group metals and Ru, Rh, and Pd the end of the 4d series. All of these 
metals and/or their oxides have important catalytic applications. In this sec­
tion we catalog Raman spectra for the 5d and 4d series of these oxides. Oxides 
of the transition metals Fe, Co, and Ni, which constitute the end of the 3d 
series, also have important catalytic applications, particularly when combi­
ned with oxides of Mo. These materials will not be considered here, however, 
since most of them have been covered in earlier reviews [5,8-12] and they 
are not of primary importance in exhaust-gas treatment. Raman studies of 
supported molybdenum oxides [31] and supported vanadium oxides [32] have 
also been recently reviewed. 

6.2.1 Platinum Oxides 

Although Pt is considered a noble metal and thus resistant to oxidation, un­
der extreme conditions such as during reactive sputtering in an 0 2-containing 
plasma or high-temperature and high-Oz-pressure exposure, it can form anum­
ber of oxides [33]. Some of these oxides should be viewed as metastable phases, 
since they decompose under the typical temperature and oxygen partial pres­
sure conditions of a catalytic reactor. 

In a reactive sputtering environment, well-crystallized films of PtO and 
poorly crystallized samples of a-Pt02 [34,35] have been grown as well as an 
amorphous phase, a-Pt02 [36]. Raman spectra of these materials obtained 
by McBride et al. [36] are shown in Fig. 6.5. Symmetry species assignments 
for the a-Pt02 lines are based on polarization measurements from the poly­
crystalline films and those for PtO on polarization measurements from single 
crystals of the isostructural compound PdO [37]. Raman studies of model ca­
talysts containing a few per cent by weight of Pt dispersed on 1-Alz03 [36,38] 
and on a-Si02 [39] indicated that the primary phase of platinum oxide present 
under oxidizing conditions was amorphous PtOz. 

A number of other oxides of Pt can be synthesized by reacting Pt in 
a high-pressure and high-temperature 0 2 environment [40-42], and those for 
which Raman analyses have been done are shown in Fig. 6.6. The samples for 
this figure are thin oxide films grown on Pt foils by simply heating the foils 
to 800-1100 K in 0 2 at pressures up to several hundred atmospheres [43]. 
Powdered samples can be synthesized in the same manner. The powders, 
however, are generally black, and it is often difficult to obtain good-quality 
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Fig. 6.5. Raman spectra of Pt oxides grown by reactive sputtering. From McBride 
et al. [36] 

Raman spectra from them because of laser heating, which can lead to decom­
position. 

Cahen et al. [41] identified the oxide designated Pt506 in Fig. 6.6 pri­
marily through its X-ray diffraction (XRD) pattern, which can be indexed 
to a small monoclinic cell or a slightly larger orthorhombic cell. The precise 
structure, however, is still unknown. The large number of Raman lines is 
consistent with a low symmetry and/ or a large unit cell. 

The oxide designated NaxPt304 has been shown by Cahen and Ibers [44] 
to be the active component in the so-called "Adam's catalyst", which is com­
monly used in the reduction of organic compounds. This material is a member 
of a larger class of compounds referred to as the platinum bronzes, which have 
the general formula MxPt304 (with 0 ::::; x ::::; 1 and M = Li, Na, Mg, Ca, 
Zn, Cd, Co, Ni, or Pt) [41,45]. The platinum bronzes crystallize in a cubic 
structure that has four allowed Raman modes, an E9 , F29 pair associated 
primarily with motion of the Pt ions and another E 9 , F29 pair associated 
primarily with motion of the 0 ions. The NaxPt304 spectrum in Fig. 6.6, 
obtained from a polycrystalline thin film with x ~ 0.4, shows only two ra­
ther broad lines. However, Weber et al. [46] have recently identified all four 
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Fig. 6.6. Raman spectra of Pt oxides grown by high-temperature, high-oxygen­
pressure reaction. From Graham et a!. (43) 

of the expected modes by using polarization measurements with a Raman 
microscope from small single crystals of NaPt304 . Results from this study 
are shown in Fig. 6.7. These spectra provide a clear example of the use of 
group theory and selection rules, along with polarized Raman scattering mea­
surements from an oriented single crystal, to identify the symmetries of the 
modes. The table inset at the top of the figure gives the expected intensity 
variations of the modes for the different scattering geometries. Since the 0 
atoms are so much lighter than the Pt, we can immediately assign the pair 
of lines near 700cm-1 as modes in which primarily the O's move and the 
pair near 200cm-1 as modes in which primarily the Pt's move. The inten­
sity variations with scattering geometry then identify the highest and lowest 
frequency lines as E9 modes and the intermediate lines as F29 . 

The remaining oxide in Fig. 6.6, ,B-Pt02 , is the most interesting one from 
a structural point of view. ,8-Pt02 is the only known metal dioxide that has 
the CaCb structure under ambient conditions. The CaCh lattice is a slightly 
distorted form ofthe rutile structure [33,40], obtained from the latter by a ro­
tation about the c axis of the oxygen octahedra surrounding each metal ion, 
followed by a small orthorhombic distortion. The symmetry-species assign-
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Geometry Eg F2g NaPtp4 

XX 4b2 0 
xy 0 d2 

x'x' b2 d2 

x'y' 3b2 0 

665 cm·1 

183cm·1 688cm·1 

200 400 600 800 
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Fig. 6.7. Polarized Raman spectra from the (001) face of a NaPta04 single crys­
tal. The table at the top gives the predicted relative line intensities for different 
scattering geometries. After Weber et al. (46) 

ments given for the modes in the figure are based on the analogy with rutile, 
considering the changes in the modes expected from the deformation [47). 

Metal dioxides from the other Pt-group metals tend to crystallize in the 
rutile structure, and the reason that ,8-Pt02 deviates from this trend has 
long been a puzzle. However, recent first-principles density-functional calcu­
lations by Wu and Weber [48) have shown that indeed the CaCb structure is 
the lowest energy structure for ,8-Pt02 under ambient conditions. Moreover, 
they showed that the preferred structure depends on the lattice constant. 
If the lattice were expanded by about 10%, then the rutile structure would 
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be favored, which is a result consistent with earlier temperature-dependent 
studies of the (3-Pt02 Raman lines [47]. 

6.2.2 Iridium and Osmium Oxides 

Compared with Pt, there has been much less Raman work done on the oxides 
of Ir or Os. Both metals form a rutile-structured dioxide. Huang et al. [49] re­
ported polarized Raman scattering from single crystals of lr02 , results from 
which are shown in Fig. 6.8. Figure 6.9 shows a Raman spectrum from a small 
crystal of Os02 , oriented so as to display all the lines. Mode assignments for 
Os02 are given based on polarization measurements from high-symmetry fa­
cets of several other small crystallites. The frequencies and relative intensities 
of these lines are very similar to those observed for Ir02 and Ru02. 

Iridium is unusual in its ability to catalyze the reduction of NO to N2 
under oxidizing conditions [50]. Unfortunately, the high volatility of its oxide 
precludes the use of Ir in commercial TWC's. 

6.2.3 Palladium Oxide 

Palladium monoxide, PdO, is probably the most important material for au­
tomotive applications discussed in this section. It is also the material that 
has been most extensively studied. The first and second order Raman spectra 
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Fig. 6.8. Polarized Raman spectra from oriented single crystals of lr02. From 
Huang et a!. (49] 
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Fig. 6.9. Raman spectrum from small single crystal of OsOz, recorded with 633-nm 
excitation 

have been measured and assigned (37], as has the first order IR spectrum (51]; 
calculations have been done on the lattice dynamics [37], the electronic band 
structure [52,53] and the optical properties [54); and the anisotropic optical 
properties have been measured [55]. 

PdO was first observed in Raman studies of catalysts by Chan and Bell in 
1984 [56]. Not only is Pd a good oxidation catalyst for CO and hydrocarbons, 
but, as shown by McCabe and Usmen [57], its oxidation kinetics are suffi­
ciently fast that the Pd +1/2(02 ) +-+ PdO reaction can serve as an oxygen 
storage and release mechanism during the rich-lean excursions encountered 
by the catalyst. Such excursions are forced on the catalyst by the vehicle 
emissions control system. 

The Raman spectrum of a Pd foil with an oxide coating a few hundred 
Angstroms thick, taken from the work of McBride et al. [37], is shown in 
Fig. 6.10. The two allowed Raman modes are identified from polarization 
measurements on oriented single crystals. These modes are resonantly en­
hanced, owing to a strong optical absorption feature in the PdO optical 
properties [55]. The resonance enhancement peaks near 2.4eV, as shown in 
Fig. 6.11, which is conveniently close to the 514.5-nm line of the Ar-ion laser 
(2.41 eV). Remillard et al. have shown that an oxide layer ~ 7 A thick (less 
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than two lattice constants) can be readily detected via Raman scattering on 
a Pd surface, if excitation with 514.5-nm light is used (58]. 
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6.2.4 Rhodium Oxides 

Rhodium is added to automotive three-way catalysts primarily to reduce 

oxides of nitrogen, NOx [59]. It is one of the most important components 
and often the most expensive. Several oxides of Rh are known to exist, 
but there have been only limited Raman studies. Under moderate tempe­
ratures (900-1000K) in air, the oxide forming on the surface of a Rh foil is 
a hexagonal phase of rhodium sesquioxide Rh203, which has the corundum 

structure [60,61). Figure 6.12 shows Raman spectra from this phase along 
with assignments based on polarization results and comparisons with spec­
tra from other oxides having the same structure [62). With somewhat higher 
oxidation temperatures, above 1050 K, the surface oxide converts to an ortho­
rhombic phase of Rh203. In a vapor transport method in excess 0 2, a rutile 
phase Rh02 can be produced [63,64]. Although no Raman spectrum of Rh02 
has been reported, it should be similar to that from Ir02 (Fig. 6.8), Os02 
(Fig. 6.9) and Ru02 (discussed below). 

6.2.5 Ruthenium Oxide 

Ruthenium forms a rutile-structured dioxide Ru02 that has a number of 
practical applications, including its use as a corrosion-resistant electrode in 
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Fig. 6.12. Raman spectrum of the corundum phase of a thin film of Rh20 3 on 

a Rh foil. From Weber et al. (62] 
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electrochemistry and a catalyst for the photodecomposition of water (65,66]. 
Ruthenium metal is also considered a good NOx reduction catalyst (67], but 
the high volatility of the oxide makes it generally unsuitable for automobile 
exhaust treatment (68]. In this regard, Ru behaves very much like Ir (50]. 

Raman studies of single crystals of Ru02 were reported by Huang and 
Pollak [69], who gave line assignments from polarization measurements, and 
by Rosenblum et al. (70], who used a diamond-anvil cell to study the pressure­
induced second-order phase transition from the rutile to the CaCb structure. 
This transition was first seen in Ru02 through X-ray diffraction studies of 
powder samples by Haines and Leger [71], and similar transitions are expected 
to occur in other Pt-group metal dioxides (48]. The transition pressure found 
in the X-ray work was 5 GPa, compared with the value of (11.8 ± 0.3) GPa 
from the Raman work. The discrepancy likely follows from differences in the 
pressure medium and/or the stoichiometry of the samples (70]. 

Figure 6.13 shows the Ru02 Raman spectra from Huang and Pollak (69]. 
These results differ from those of Rosenblum et al. (70] only for the very 
weak, low-frequency B 19 mode, which the latter authors found at 165cm-1 

in contrast to the value 97 em -l in Fig. 6.13. This mode is the soft mode 
for the phase transition, and its frequency under ambient conditions may be 
sensitive to the 0 stoichiometry, since 0 vacancies may reduce the stability 
of the rutile structure. 
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Fig. 6.13. Polarized Raman spectra from oriented single crystal of Ru02. From 

Huang and Pollak (69) 
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6.2.6 Mixed Oxides 

Raman spectra from three different ternary oxides of the Pt-group metals are 
shown in Fig. 6.14 [43,62]. The lower two spectra are from oxides with the 
delafossite structure, which have been synthesized and studied by Shannon 
and co-workers [72]. Such oxides can appear on the surfaces of alloys that 
have been heated in oxygen. For example, the bottom spectrum in Fig. 6.14 
is from an alloy foil (56% Pd, 31% Pt, 13% Rh) oxidized at 1075 K. Alloys of 
Pd and Rh are particularly interesting. At low temperatures the first oxide to 
form is PdO, which is displaced by PdRh02 as the oxidation temperature is 
raised [73]. These studies address the possibility of surface enrichment effects 
in supported mixed-metal catalysts in which alloying might occur. 

The remaining spectrum in Fig. 6.14 is from CoPt3 0 6 , which is one of 
a class of oxides of the form MPt30 6 , with M = Ni, Co, Fe, Mn, Mg, Zn, and 
Cd, that have an orthorhombic structure yielding nine Raman-active modes. 
Several groups have synthesized and studied these materials [74,75]. Table 6.1 
gives a summary of the Raman assignments for the oxides of the Pt-group 
metals discussed in this section. 
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Fig. 6.14. Raman spectra of ternary oxides of Pt-group metals. CoPt3 0 6 and 
PtCo02 from Graham et al. !43]; PdRh02 from Weber et a!. !62] 
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Table 6.1. Summary of Raman results on Pt-group metal oxides 

Compound Structure Raman modes Observed (cm-1) Ref. 

PtO D1h B19 + E 9 438(E9), 657(B19) (36] 

o-Pt02 vgd A19 + E 9 514(A19), 560(E9) (36] 

,8-Pt02 D12 2h 2A9 + 2B19 205(A9), 340(BI9 ), (47] 

+B29 + B39 606(B29 ), 6l6(B39 ), 

743(A9 ) 

NaPt304 0~ 2E9 + 2F29 183(E9), 194(F29 ), [46] 

665(F29 ), 688(E9) 

lr02 D14 4h A19 + B19 145(B19), 561(E9 ), [49] 

+B29 + E 9 728(B29 ), 752(AI9 ) 

Os02 D14 4h A19 + B19 187(B19 ), 545(E9 ), This work 

+B29 + E 9 685(A19 ), 727(B29) 

PdO D1h B19 + E9 445(E9 ), 651(BI9 ) (37] 

Rh203 md 2A19 + 5E9 277(E9 ), 284(AI9 ), (62] 

294(E9 ), 426(E9 ), 

502(E9 ), 572(AI9 ), 

614(E9 ) 

Ru02 D14 4h A19 + B19 97(BI9 ), 528(E9 ), [69] 

+B29 + E9 646(A19 ), 1l6(B29 ), 

165(BI9 ), 526(E9 ), [70] 

646(AI9 ), 715(B29 ) 

PtCo02 D~d A19 + E 9 520(E9 ), 728(AI9) [43] 

PdRh02 D~d A19 +E9 523(E9 ), 664(A19) [62] 

6.3 Oxygen Storage Materials 

The closed-loop emission control system for most present-day gasoline engines 

requires that the air-to-fuel ratio of the charge injected into the engine be 
modulated in time between slightly rich and lean conditions. The average 

ratio corresponds to a stoichiometric mixture. During rich excursions there 
is insufficient 0 2 in the gas stream to oxidize unburned hydrocarbons and 
CO, and thus a catalyst that can store excess oxygen during lean excursions 
and then release it during rich excursions will produce lower emissions of 

the unwanted species [23,76]. For this reason oxygen storage is important 

for optimum performance of automotive TWC's. Here we describe several 
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instances in which Raman scattering can help to identify the mechanism and 
in some cases the oxygen storage capability ( OSC) of specific catalysts. 

Cerium dioxide, Ce02, is added to 'Y-alumina-supported automotive cata­
lysts to increase the oxygen storage capability and, in some cases, to improve 
the thermal stability of alumina [77,78]. In addition, Ce02 has other po­
tentially beneficial effects regarding interactions with the precious metals in 
a TWC [79,80]. These interactions, however, can be quite complicated. For 
example, Murrell et al. have shown using Raman scattering that many of 
the Pt-group metals form surface oxide complexes on Ce02 with lines in the 
700-cm-1 region (81]. The metal-oxide complexes are relatively stable un­
der moderate temperatures c~ 750°C) or continuously oxidizing conditions. 
However, after cyclic oxidation-reduction aging at 850 °C, the surface com­
plexes disappear, severe sintering of the metals occurs, and the high surface 
area of the Ce02 is lost, all of which are detrimental to the catalyst. 

Oxygen storage occurs in cerium oxide when there are reversible reactions 
between Ce4+ and Ce3+. In pure Ce02 such reactions can involve either 
the formation of new compounds CeOx (with x < 2) or the creation of 0 
vacancies in the fluorite-structured lattice. Under mildly reducing conditions, 
the lattice loses 0, forming substoichiometric Ce02-y withy:::; 0.28 (82]. This 
material maintains the fluorite structure, although discrete phases associated 
with ordering of the 0 vacancies may occur. Ce02-y readily converts back to 
stoichiometric Ce02 under oxidizing conditions [83). There is also evidence 
for the formation of hexagonal Ce203 under strongly reducing conditions (83], 
but no Raman spectrum of this phase has been reported. 

Miki et al. have shown that the addition of lanthanum oxide improves the 
OSC of a typical precious metal/Ce02 catalyst supported on alumina [84], 
and Cho has found the same result for the addition of gadolinium oxide (85]. 
In both cases Cel-xREx02-y compounds are being formed, where RE is one 
of the other lanthanides (or actinides). These compounds maintain the same 
fluorite structure of Ce02 up to quite large doping levels (as high as 55% 
for La) [86]. For a trivalent dopant such as La3+ or Gd3+, one 0 vacancy 
is required for every two dopant ions in order to balance the charge. These 
vacancies apparently increase the diffusion rate of 0, thereby increasing the 
ease with which the material can absorb and give off oxygen. 

The Raman signature for dopant-induced 0 vacancies in Ce02 is shown in 
Fig. 6.15. These spectra, obtained by McBride et al., are from a series of La­
doped ceria samples [87]. Similar results were seen for other trivalent dopants 
Nd, Eu, and Gd. As the 0-vacancy concentration increases, the 465cm-1 

F29 mode of the fluorite structure shifts to lower frequency, broadens, and 
becomes asymmetric. In addition, a broad feature near 570cm-I, attributed 
to the 0 vacancies, grows uniformly. The assignment of this new feature to 0 
vacancies is supported by a simple model calculation using Green's function 
techniques [87]. 
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Fig. 6.15. Raman spectra of Cel-xLax02-y powders. From McBride et al. [87] 

Ceria doped with tetravalent elements such as Pr and Zr and solid solu­
tions of ceria and zirconia generally show better OSC than any of the dioxides 
by themselves. As shown by Vidmar et al. [88], the addition of trivalent do­
pants to the ceria-zirconia system further improves its OSC, in analogy with 
the effects of trivalent dopants in ceria alone. 

In ceria supported on {-alumina the formation of CeA103 under reducing 
conditions can degrade the oxygen storage capacity of ceria, since the CeA103 

will not readily reoxidize. Shyu et al. gave results from X-ray photoelectron 
spectroscopy (XPS), Raman, and temperature-programmed reduction (TPR) 
that suggest the formation of a surface phase of CeA103 [89]. 

In PtjCe02 catalysts Brogan et al. gave evidence for the formation of 
a Pt-O-Ce02 surface mixed-oxide species [90]. Figure 6.16 shows their in situ 
Raman results. The broad bands at 550 and 690cm-1 in (a) occurred after 
calcination at 450 oc and were recorded at room temperature. After heating 
to 100 °C in flowing H2-Argon, (b), the 550-cm-1 band became stronger and 
sharper, a new band appeared at 630cm-1 and the 690-cm- 1 band became 
weaker. The authors ascribed these changes to the decomposition of the Pt­
O-Ce02 species with movement of the bridging oxygen atom to the Pt site. 
After reduction at 200 oc, (c), all features due to the mixed oxide disappeared, 

indicating that oxygen was removed from the Pt/CeOz interface. 
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Fig. 6.16. Raman spectra of PtjCe02 catalysts showing evidence for metal-support 
interaction. From Brogan et al. [90] 

Otto et al. used Raman scattering to study the oxidation/reduction be­
havior of PdO in a Pdf'y-alumina catalyst (91]. Figure 6.17 shows their in 
situ measurements of the strength of the 651-cm-1 PdO line during reduc­
tion at room temperature in 50 Torr of hydrogen. Su et al. (92] performed 
similar time-resolved reduction measurements on a PdjZr02 catalyst, results 
from which are shown in Fig. 6.18. The oxygen content coordinates on the 
left-hand axes of this figure are the amounts of PdO remaining after a fixed 
reduction time, as determined by measuring the total amount of C02 relea­
sed during TPR of the samples in CH4 • The Raman signal correlates well 
with the oxygen content, but appears to lag slightly behind it. The authors 
attributed the lag to the formation of a metallic Pd layer on the surface of 
the PdO particles, which would tend to scatter and attenuate the laser light 
and thereby reduce the Raman signal from the underlying PdO. 

6.4 Adsorbed Species 

The first step in a gas-phase catalytic process is the adsorption of a parti­
cular molecule on the surface of the active catalyst. The adsorbed species 
have their own characteristic vibrational modes, which can often be meas­
ured and identified with Raman scattering. Identifying the chemical state of 
the adsorbed molecule gives insight into the catalytic process in which it is 
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Fig. 6.17. Time dependence of the 651-cm- 1 PdO Raman line in a previously 

oxidized Pdh-a!umina catalyst after exposure to H2 at room temperature. From 
Otto et a!. (91] 

participating. In this section we give examples of the use of Raman scattering 

to identify adsorbates containing oxides of nitrogen (NOx) and sulfur (SOx)· 

6.4.1 Oxides of Nitrogen 

The removal of NOx produced during high-temperature combustion has pro­

ven to be much more difficult than the removal of CO or unburned hydro­
carbons [93-95]. This statement is particularly true for diesel engines and 
lean-burn gasoline engines, both of which offer better fuel economy than the 
conventional gasoline engine. For fixed power plants, supported vanadia ca­
talysts are used for the selective catalytic reduction (SCR) of NOx with the 

addition of NH3 to the exhaust stream. Wachs and co-workers have studied 

these catalysts extensively with Raman scattering [96,97]. However, the add­

ition of N-containing species to the exhaust is impractical for vehicles and 

has drawbacks even for stationary sources [93]. We will therefore focus in 

this section on catalysts that use more common reductants, such as CO and 

unburned hydrocarbons, that are already present in the exhaust stream. 

Cooney and Tsai [98] identified the Raman peaks produced by some of 
the NOx complexes adsorbed on alkali metal ion-exchanged zeolites and ~­

alumina exposed to N02. An example of their spectra is shown in Fig. 6.19 for 

N02 on 1-alumina. Table 6.2 summarizes their results for all the materials. 
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The zeolite spectra obtained by Cooney and Tsai suffered from the occur­
rence of a large fluorescence background. Fluorescence is a common problem 
with Raman studies of zeolites, since it can sometimes completely obscure 
the much weaker Raman features. 

Saperstein and Rein [99]ldentified the Raman signatures for N2 and 0 2 

adsorbed onto A-type zeolites. They also demonstrated a NaOH treatment 
for reducing the fluorescence problem. 

Li and Stair recently described a UV Raman instrument that appears to 
eliminate the fluorescence background, at least for certain zeolites [100,101]. 
Ultra-violet (UV) excitation offers several advantages over conventional vi­
sible Raman systems: (1) the Raman signal is increased by the v4 factor 
because of the higher frequency of the light source; (2) there is an electronic 
enhancement of the Raman signal, since most catalytic species absorb in the 
near UV; (3) the Stokes shift of the fluorescence signal is often much greater 
than the Raman shifts, so the fluorescence does not interfere; and ( 4) the UV 
component of the thermal background from a heated catalyst being studied 
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Table 6.2. Raman lines a (em -I) of NOx species adsorbed on zeolites and 
1-alumina, after Cooney and Tsai [98) 

NaX CsX NaY NaA 1-AbOs Assignment 

1053m 1048m 1053 1051m 1010m v1(N03, Dsh) 

1071 s 1050 s 

1069vs 

1260w VI(N02, C2v) 

1322w 

1384w vs(N03, Dsh) 

2185 sh 2186 sh 2194sh 2169sh v(NO+, Coo,v) 

2257s 2248s 2257s 2226s 

a v =very, s =strong, m =medium, w =weak, sh =shoulder. 

~1069 1050 101\\ 

900 1000 1100 1200 1300 1400 

Raman Shift (cm-1) 

Fig. 6.19. Raman spectrum of N02 adsorbed on 1-alumina from Cooney and 
Tsai [98) 

in situ is negligible. In spite of these advantages, the high-energy photons 
used in UV excitation can promote chemical reactions that would not nor­
mally occur, so the possibility that the spectra obtained result from exposure 
to UV must be ruled out. 

An example of the results obtained by Li and Stair [100] is given in 
Fig. 6.20, which shows the adsorption of propene onto a ZSM-5 zeolite at 
room temperature (A), the subsequent coke formation that occurs when the 
sample is heated to 773 K ( B and C), and the dehydrogenation that occurs 
after propene is removed from the gas stream at 773K (D). Note that the 
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Fig. 6.20. Raman spectra obtained with UV excitation of ZSM-5 zeolite showing 
adsorbed propene at room temperature (A), coke formation after heating to 773K 
(B and C), and dehydrogenation (D). From Li and Stair [100) 

C-H vibrations near 3000cm-I, which are often difficult to detect in adsor­
bed species with visible excitation, are quite prominent in Fig. 6.20. Although 
these results are not directly applicable to SCR of NOx, they are relevant to 
zeolite studies in general, and one of the best NOx reduction catalysts is Cu­
ZSM-5 zeolite [93). Attempts to follow the same reactions with visible Raman 
excitation yielded only a strong fluorescence background. 

Recently, Lunsford and co-workers reported the decomposition of NO over 
barium oxide supported on magnesium oxide [102-105). This system also 
lends itself well to Raman analyses. Figure 6.21 shows the usefulness of in situ 
measurements for following the complex reactions that occur when a fresh 
Ba02/MgO catalyst is first exposed to a NO/He gas stream at different 
temperatures [104). In (a) the characteristic lines of Ba02 at 130, 200, and 
830cm-1 nearly disappear after only 5-min exposure to the NO/He stream, 
and new lines appear at 1059 and 718cm-I, which the authors attribute to 
the formation of nitrate ions, N03. At the same time bands are observed 
at 160, 263, 420, 807, and 1239cm-I, which are characteristic of the Ba­
nitro complexes present under catalytic conditions. These features, however, 
disappear after further exposure, being replaced by bands and shoulders at 
333, 456, 822, and 1335 em -l, which are indicative of what the authors refer 
to as the "amorphous phase II" containing N03 and Ba-nitrito complexes". 
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Fig. 6.2la-c. Time-resolved, in situ Raman spectra while a Ba02/MgO catalyst is 

exposed to a NO /He gas stream at different temperatures. From Mestl et a!. [104) 

At somewhat higher temperature and lower NO partial pressure in Fig. 6.21b, 

the same transformations occur. At still higher temperatures in Fig. 6.2lc, 

the catalytically active Ba-nitro complexes are again formed , but they now 

appear to remain stable indefinitely. 

6.4.2 Oxides of Sulfur 

Although sulfur oxides are not regulated pollutants from gasoline-powered 

engines, the presence of trace amounts of sulfur in most petroleum-based fuels 
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leads to a variety of effects that are detrimental to air quality. The sulfur­
containing hydrocarbon in the fuel is converted to S02 in the combustion 
process. The direct release of 802 is known to be a major contributor to the 
acid rain problem, but the interactions of this molecule with the catalyst can 
degrade its performance and increase emissions of other pollutant species as 
well [76,106]. Sulfur can accumulate on the catalyst support material during 
lean operation as surface sulfate compounds and then be released during rich 
excursions in the form of H2S, producing a noxious odor. The sulfate species 
can also end up as hydrated sulfuric acid, which contributes to particulate 
emissions and is a serious problem for diesel engines. Sulfur can also poison 
the active components by forming surface sulfate compounds with them, an 
example of which is the formation of barium sulfate on the Ba02-containing 
NOx catalyst discussed in the previous subsection. 

The primary Raman signatures for oxides of sulfur are lines near 1000 em -l 
and 1400cm-1 associated with the stretching frequencies of the S-0 and 
S=O bonds, respectively. Through analyses of these bands, Twu et al. [107] 
have identified a number of surface oxysulfur species and bulk cerium-oxygen­
sulfur compounds that can be formed on ceria substrates. Spielbauer et 
al. [108,109] associated similar Raman bands with surface sulfate species on 
zirconia. 

Figure 6.22 shows examples of the Raman spectra from surface species 
of SOx adsorbed on two common support materials, Ce02 and an 8 : 1 

Surface Sulfate 

980 
4 \ 

500 1000 1500 

Raman shift (cm-1) 

Fig. 6.22. Raman spectra obtained with a 633-nm laser of support materials 
Ce02 and Ti02 (anatase)h·-Ab03 after exposure to gas streams containing trace 
amounts of S02 as described in the text. The inset shows a x 50 expanded plot 
of the surface sulfate spectral region in which the smooth background from the 
support materials has been subtracted. From Weber et al. !110] 
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mixture of the anatase phase of Ti02 and "')'-Ah03 [110]. The ceria support 
was exposed at 500 oc to a simulated exhaust stream, containing 20 ppm 
S02, that is known to reproduce aging effects seen in field studies [111]. The 
titania/ alumina support was exposed at 200 oc to a gas stream containing 
N2, 10% 02 and 800 ppm of S02. In both cases the spectra are dominated by 
the Raman lines from the supports. Expansion of the 900-1100cm-1 region, 
however, yields clear signatures for adsorbed sulfur oxide species, as shown in 
the inset. In titania there is a doublet at 980 and 1000cm-1 , whereas in ceria 
there is a single broader line centered at 992 em - 1 . These lines are weaker 
than the support Raman lines by at a least a factor of 100. 

6.5 Particle-Size Effects 

Gas-phase catalysis is fundamentally a surface-mediated process, and thus 
catalytic activity is generally increased when the surface areas of the active 
components are increased. For a fixed-volume catalyst, maximum surface area 
requires minimum particle size, which means that small particle sizes for the 
active components are desirable. One of the common degradation mecha­
nisms for an automotive catalyst is that extended operation at extreme high 
temperatures leads to sintering of some of the active components, thus redu­
cing their surface area and thereby the activity of the catalyst. Conventional 
methods for measuring particle size include transmission electron microscopy 
(TEM), in which the particles are directly imaged, and X-ray diffraction, in 
which the particle size can be inferred from the diffraction line widths using 
the Scherrer relation. Raman scattering can also be used in some cases to esti­
mate particle size, but it must first be calibrated with one of the conventional 
methods. 

Richter et al. [112], who studied microcrystalline Si, were the first au­
thors to show a clear correlation between crystallite size and Raman spectra 
in well-characterized samples. Tiong et al. [113] obtained similar results orr 
ion-implanted GaAs. Both groups interpreted their results using the spatial 
correlation model, also referred to as the phonon confinement model [112-
115]. This model assumes that the lack of long-range order in the small par­
ticles relaxes the strict momentum conservation rule by allowing phonons 
with momentum vectors as large as the reciprocal particle size to contribute 
to the Raman scattering process. A Gaussian correlation is assumed, and the 
line shape can be written in the form 

e J exp( -eq2) 
I(w,O = 7r3/2 dq [w- w(q)]2 + f2 ' 

(6.1) 

where r is the half-width at half-maximum (HWHM) of the Raman line in 
a large crystal and ~ is the Gaussian correlation length [115]. Formally, the 
integral in (6.1) extends over all q space, but in practice only the region 
near the Brillouin zone center contributes because of the exponential factor. 
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The correlation length~ is taken to be proportional to the crystallite sizeD, 
although different proportionality constants have been used by different au­
thors, ranging from ~ = D /2 by Richter et al. [112) to ~ = D / 47r by Campbell 
and Fauchet [114). In the limit ~ -t oo the integral in (6.1) contains 8(q), 
thus yielding a Lorentzian line centered at w ( 0) with HWHM r, as expected 
for a large crystal. Since the dispersion of most Raman-active modes away 
from the zone center is towards lower frequency, this model generally predicts 
a Raman line that shifts down and broadens asymmetrically as the particle 
size decreases. A review of the spatial correlation model and its application 
to micro-crystalline semiconductors has been given by Pollak [116). 

Figure 6.23 shows Raman spectra from Graham et al. [117) of a fresh 
Ce02-containing TWC and a crystal of Ce02. The Raman peak in the cata­
lyst sample is shifted down by several cm-1 and broadened by about a factor 
of two compared with the single crystal, in qualitative agreement with the 
above model. Figure 6.24 shows that there is a linear relation, given by the 
solid line, between the Raman line-width and the inverse particle size, as de­
termined by XRD, for a range of catalyst samples, some with Ce02 particles 
as small as 30 A [115). 

As an empirical relation, the result in Fig. 6.24 is quite useful, since it 
allows the Ce02 particle size in an unknown sample to be determined solely 
from the Raman spectrum. However, the spatial correlation model predicts 
a much smaller size effect than is observed, as shown by the dashed line in 
the figure. A similar behavior has been noted in BN [118), graphite [119), and 
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Fig. 6.23. Raman spectra of a single crystal of Ce02 and a commercial three-way 
catalyst containing Ce02. From Graham et al. (117] 
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Fig. 6.24. Correlation between the half-width of the Ce02 Raman line and the 
particle size as determined by X-ray diffraction from Weber et a!. (115]. The solid 
line is a linear fit to the data; the dashed line a calculation based on (6.1) 

diamond (120]. In each case the qualitative features of the size-dependence of 
the Raman peak are consistent with the model, but the magnitude of the ob­
served broadening is much larger than predicted. Alternative explanations for 
the increased broadening, in terms of size-dependent changes in the phonon 
lifetime, have been offered by several authors [112,115,116]. 

6.6 Quantitative Analyses 

In previous sections of this chapter we have dealt only with the relative 
intensities, frequencies, and widths of the lines in a Raman spectrum. Here we 
consider using the line intensities to infer information about the concentration 
of a particular material. Three examples, all involving PdO formation, will 
be considered below. The first measures the PdO Raman signal on highly 
dispersed Pdh-alumina catalysts and correlates it with the Pd loading. The 
second follows the oxidation of Pd in a Pd/ZrOz catalyst and correlates the 
Raman signal with the oxygen content. The third considers correlating the 
intensity of the Raman peak with the thickness of a thin PdO film on a Pd 
substrate. In all cases there are limited ranges over which Raman scattering 
can give useful quantitative information. In general, if reliable intensity data 
are to be obtained, there are a number of experimental details that must be 
accounted for, such as the laser power, the focusing and collecting optics, and 
the spectrometer slit widths. 
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Otto et al. [91] used Raman scattering to study a series of model Pd ca­

talysts supported on 7-alumina, with the Pd concentration varying from 0 

to 20wt. %. The catalysts were oxidized by heating in air at 600°C for 20h, 

and the integrated intensity of the PdO Raman line at 651 cm-1 was meas­

ured versus the Pd concentration, giving the result shown in Fig. 6.25. The 

error bars in the figure represent the variations between similarly prepared 

samples. Note that for small Pd loadings, less than ~ 2 wt. %, the Raman 

signal tracks the Pd concentration quite well, as shown by the solid line. For 

higher loadings the Raman intensity levels off and gives a signal indepen­

dent of the loading and with considerable scatter. For Pd loadings less than 

2 wt.% the catalyst maintains a light gray color. This means that the vo­

lume sampled by the Raman probe is constant, independent of loading. For 

higher Pd concentrations, the catalyst takes on a progressively darker appea­

rance, which limits the depth probed by the laser. In addition, for the higher 

loadings some of the oxidized particles become larger than the attenuation 

length(~ 100A.) of the light in PdO, which means that not all of the PdO 

contributes to the Raman signal. Using the result in Fig. 6.25 for calibration, 

Otto et al. found that the strength of the 651-cm-1 Raman line predicted the 

amount of Pd in various commercial catalysts to within only about a factor 

of two in the range between 0.2 and 2 wt. %. They concluded that different 

Pd-support interactions in the catalysts limited the accuracy. 
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Fig. 6.25. Dependence of the 651-cm-1 PdO Raman line on Pd loading in oxidized 

Pdh-a!umina catalyst. From Otto eta!. [91]. The solid line is a linear least-squares 

fit to the points below 2 wt. % loading 
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The results of Su et al. [92], already discussed in Sect. 6.3, also pertain 
to quantitative analyses of the PdO concentration. Figure 6.26 shows their 
time-dependent PdO Raman signal in a lOwt.% Pd/Zr02 catalyst during 
isothermal oxidation from a reduced state [92]. The oxidation was carried 
out in 1 atm of 5% 02/He. For the same oxidation conditions they also de­
termined the oxygen content, plotted on the left axes, from the C02 released 
during TPR of the sample in CH4 . As shown in the figure, the Raman signal 
generally follows the oxygen content but tends to lag slightly, particularly at 
the lower temperatures. The authors ascribe this effect to the formation of 
an amorphous layer of PdO that contributes to the oxygen content but not 
to the PdO Raman peak. At the higher temperatures the amorphous layer 
crystallizes more quickly, so there is less delay between the two signals. 

Remillard et al. [58] measured the Raman intensity versus film thickness 
for PdO films on a Pd substrate over the range from 10 to 103 A. The film 
thicknesses were measured by ellipsometry. They also derived a formula for 
the thickness dependence of the Raman signal that is sufficiently general 
and important that we will reproduce it here. For the case in which the 
sample probed by the laser is both absorbing and semi-infinite in extent, 
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Fig. 6.26a-c. Time dependence of the 651-cm- 1 PdO Raman line (circles) and 
of the oxygen content determined by TPR (boxes) in pre-reduced PdjZr02 during 
isothermal oxidation in 1 atm of 5% 02/He at different temperatures. From Su et 
a!. (92) 
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Cardona has given a simple formula for the Raman intensity in terms of the 
optical properties of the material (121]. Here we consider the modifications to 
that result when multiple reflections within the sample being probed become 
important. 

Figure 6.27 defines the geometry for calculating the thickness dependence 
of the back-scattered Raman intensity. The first step is to calculate the elec­
tric field produced by the incident laser beam at an arbitrary point z within 
the film. This calculation can be accomplished by summing geometric series 
involving the Fresnel reflection and transmission coefficients. The result is 

E ( ) E ik2z 1 + rz3e2ik2(d-z) 
; z = ot12e -=1------:z~· k;--;-d , + r12r23e 1 2 

(6.2) 

where Eo is the electric field strength in the incident beam; h2, r23, and 
r 12 are the amplitude transmission and reflection coefficients for the incident 
light beam (assumed to be s-polarized) at the interfaces defined in Fig. 6.27; 
k2 is the z-component of the incident wave vector in medium 2; and we 
have suppressed a factor yexp [i(kxx- wt)], which modulates the fields in 
all media. The field in (6.2), when multiplied by the Raman tensor, induces 
a polarization at the Raman-shifted frequency. This polarization can now be 
treated as a distribution of radiating point dipoles, whose far-field radiation 
yields the Raman signal. The multiple reflections that modified the incident 
beam also affect the radiated signal, and the resulting expression contains 
the same Fresnel coefficients again, but evaluated at the Raman-shifted fre­
quency (122,123]. We consider only the light emitted normal to the surface, 
which is generated by the components of the Raman-induced dipole parallel 
to the surface. The result for the far-field amplitude is , 

(6.3) 

Medium 3, metal 

d Medium 2, oxide 

Medium 1, air 

Incident beam 

Raman beam 

Fig. 6.27. Geometry for calculating the thickness dependence for Raman scattering 
from a thin film 
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where A is a constant that includes all factors independent of d and z, and 
the primed quantities are to be evaluated for normal incidence at the Raman­
shifted frequency. Summing the scattered intensity associated with the field 
Es across the thickness of the film yields an expression for the dependence of 
the Raman signal on thickness: 

I(d) ex: 1d dz IEs(z)l 2 . (6.4) 

Figure 6.28 shows the application of (6.4) to PdO films grown on a Pd 
substrate [58]. There are no adjustable parameters for the calculated curve 
(solid line) in this plot, other than an overall scale factor for the intensity. 
The data points are from two samples oxidized in air for increasing periods of 
time at 500 o C. Note that there is only a very limited range, below ~ 100 A, 
where there is a unique relation between the Raman intensity and the oxide 
thickness. There is also a peak in the intensity near 200 A that is roughly 
three times greater than that for a bulk sample. Qualitatively similar results 
can be expected for any opaque oxide grown on a metal surface. 

6. 7 Summary and Outlook 

Raman scattering is useful for characterizing catalyst materials incorporating 
any of the Pt-group metal oxides. This is particularly true for automotive 

PdOon Pd 
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Fig. 6.28. Dependence of the 651-cm -I PdO Raman line on oxide thickness (meas­
ured by ellipsometry) and the result calculated with (6.2)-(6.4). From Remillard et 
a!. (58) 
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catalysts containing PdO. Palladium is the most heavily used of all the ac­
tive precious metals, and PdO is easily detected by Raman scattering, even 
in commercial catalysts. Consequently, many of the examples cited in this 
chapter pertain to PdO. Other precious-metal additives (e.g., Pt and Rh) 
are generally present in such low concentrations and their oxides have such 
weak Raman signals that they can only be studied in model catalyst systems 
in which the concentrations are much higher. Ceria and doped-ceria form 
another class of catalyst materials in which Raman scattering has given use­
ful information. Problems addressed for these materials include identifying 
the phases present and estimating particle sizes, both of which relate to the 
oxygen storage capacity of the material. Raman scattering has the potential 
for identifying adsorbed species, in situ, during catalytic reactions, but this 
potential has not yet been fully realized. This is the direction that future 
research is likely to take. 
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VII Historical Perspective of Raman 
Spectroscopy in Catalysis 

Israel E. Wachs 

Raman spectroscopy is a very powerful catalyst characterization technique 
because it can provide fundamental and molecular-level information about 
catalyst structures, bulk as well as surface, and surface reaction intermedi­
ates. Furthermore, Raman spectroscopy is among a handful of character­
ization techniques that can provide such fundamental information about 
heterogeneous catalysis under in situ reaction conditions. Consequently Ra­
man spectroscopy has been used to examine essentially every type of catalytic 
material: bulk metals, supported metals, bulk mixed metal oxides, supported 
metal oxides, bulk and supported metal sulfides, zeolites and molecular sieves, 
heteropoly anions and clays. 

The combination of fundamental molecular structural information and in 
situ capabilities has resulted in an explosion of Raman spectroscopy charac­
terization studies in the catalysis literature (see Fig. VII.l). The Raman 
instrumentation that was available in the 1970's, double monochromators 
with single-channel photo-multiplier detectors, primarily allowed only strong 
Raman signals to be detected. Thus, much of the early catalyst character­
ization studies focused on materials that gave strong Raman signals (e.g., 
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crystalline mixed metal oxides). However, the Raman structural information 
was not unique, since the bulk structures of these materials could also be 
obtained with X-ray diffraction techniques. The first major growth in Ra­
man characterization in catalysis occurred in 1977, when it was found that 
Raman spectroscopy can detect the very weak signals of materials that were 
X-ray amorphous (e.g., metal oxide crystallites smaller than ::::::: 40 A and 
2D metal oxide overlayers) [1-3]. The weak Raman signals and fluorescence 
problems, however, dampened much of the initial enthusiasm. The develop­
ment of optical multi-channel analyzers (OMA's) and triple monochromators 
in the early 1980's resulted in significantly stronger Raman signals and re­
newed interest in Raman spectroscopy. This renewed interest was also fueled 
by the appearance of several in situ Raman studies that demonstrated the 
dynamic nature of heterogeneous catalysis surfaces [4-8]. The introduction 
of commercial Raman systems with CCD detectors, notch filters, and single 
monochromators in the 1990's resulted in even stronger signals and the abil­
ity to perform real-time Raman analyses of heterogeneous catalysts under 
reaction conditions [9]. 

As catalysis science turns to a molecular-level understanding of the mo­
lecular structure- reactivity /selectivity relationships of heterogeneous cata­
lysis, the unique information that can be provided by Raman spectroscopy 
becomes even more critical (especially with real-time analysis under in situ 
reaction conditions). Thus, the exponential growth of Raman spectroscopy 
in catalysis should continue for many more years. Eventually it may result 
in the molecular design and engineering of heterogeneous catalytic materials 
and their surfaces from fundamental principles. 
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7 Raman Scattering Spectroscopy and 
Analyses of III-V Nitride-Based Materials 

Leah Bergman, Mitra Dutta, and Robert J. Nemanich 

Abstract. This paper reviews Raman studies of GaN, AlN, InN, and the 

alloy systems GaxAh-xN and lnxGal-xN. The review focuses on the ap­
plications of Raman spectroscopy to material characterizations and phonon 
dynamics of the wurtzite (WZ) and the zincblende (ZB) polytypes. Among 
the topics addressed are structure determination and microstructure iden­
tification, stress and strain in film-substrate interfaces and in crystallites, 

phonon-plasmon coupling, and the determination of free carrier density. The 
issue of phonon mode-type in the alloys is also examined, as well as the topic 
of alloy order. The subject of the quasi-modes, their angular dispersion, and 
the dominance of the long-range electrostatic field are addressed. Also, the 
issues of the isotope effects on the various vibrational modes as well as the 
phonon lifetimes are discussed. 

The potential of UV optoelectronic devices made of III-V nitrides has 
prompted numerous studies focusing on the properties of this family of ma­
terials [1-5]. One ofthe most attractive properties of the III-V nitrides is the 
nature of their wide band gaps, which in the wurtzite structure have the val­
ues of 1.95eV for InN, 3.45eV forGaN, and 6.4eV for AlN [2,5]. In addition, 
the superior mechanical and thermal properties of the III-V nitrides, as well 
as the feasibility of alloying and the material polymorphism, have made this 
family of materials a unique candidate for synthesizing high-performance UV 

devices. 
Raman spectroscopy has contributed a great deal to the advances in the 

III-V nitride field, and the key studies leading to these advances are reviewed 
here. This review focuses in particular on the application of Raman spec­
troscopy to topics that are of concern to material scientists including structure 

determination, stress analysis, determination of free carrier concentrations, 
and material quality characterization. Other issues such as alloy-disorder and 

alloy-mode, isotopic effects, and aspects of phonon dynamics and phonon 

lifetimes are also addressed. The implications of these issues for material 

characterizations are discussed as well. 
In Sect. 7.1 a discussion of the underlying principles involved in Ra­

man scattering experiments on wide band-gap semiconductors is presented. 
Sect. 7.2 focuses on Raman selection rules and studies concerning the struc­
tural properties of the 111-V nitrides. In particular, Sect. 7.2.1 surveys polar-
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ized Raman analyses of the wurtzite and zincblende structures, and Sects. 
7.2.2 and 7.2.3 review structure-related studies of GaN, and AlN and InN 
respectively. Stress effect studies on GaN and AlN films and crystallites are 
next reviewed in Sect. 7.3. The relevance of the hydrostatic and biaxial Ra­
man stress coefficients to stress analysis of the nitride films and crystals is 
discussed. Specifically, Sects. 7.3.1 and 7.3.2 focus on stress analysis of GaN 
and AlN, respectively. 

Section 7.4 is devoted to Raman analyses of the LO- and TO-quasi-modes 
and their frequency dispersion; the implications of the dispersion to film char­

acterization are also presented. Another topic addressed in Sect. 7.5 is the LO 
phonon-plasmon coupling and the resulting spectral lineshape. The validity 
of using the lineshape as a measure of the free carrier concentration in GaN is 
discussed. In Sect. 7.6 studies of the isotopic effects on the phonon dynamics 

as well as studies concerning the mode lifetimes are summarized. Section 7.7 
presents Raman studies of III-V nitride alloy systems. The one-mode and 
two-mode behavior of phonons in the alloy is described, and experimental 
and theoretical studies are presented. The topic of alloy disorder and its de­
tectability via Raman spectroscopy is addressed as well. Section 7.8 concludes 
with comments about directions of future research. 

7.1 Experimental Considerations for Raman Scattering 
of Wide Band-Gap Semiconductors 

In its general form the Raman scattering intensity I can be expressed as 

2 

(7.1) 

where WL, ws are the incoming and scattered laser frequencies, respectively; 
Ea. and Ef3 are the energies of intermediate crystal states (to be defined); R is 
the Raman tensor; and esand hare the scattered and incident polarization 
vectors. In (7.1) the first term is due to the dipole transition radiation, the 
second represents the Raman selection rules, which come about from crystal 

symmetry considerations, and the last term leads to resonance effects [6]. 
Energy conservation relates WL and ws to the phonon frequency w: 

W=WL-Ws. (7.2) 

As the incident laser frequency approaches the energies of the crystal interme­
diate states, the Raman intensity becomes larger and the signal is said to be 

resonance-enhanced; an additional enhancement comes from the dipole radi­

ation term. In general, for semiconductors there may be three relevant types 
of intermediate states: Bloch states which are the conduction-valence bands 

' exciton states, and in-gap impurity states. Thus as the incident frequency 
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approaches the band-gap frequency, an enhancement of the Raman intensity 
should be observed. Similarly, resonance may be achieved via the interaction 
of the incoming light with the exciton states as well as the impurity states. 

The band gaps of InN, GaN, and AlN are listed in Table 7.1 [2]. It is evi­
dent that if enhancement of the Raman signal of pure GaN is to be achieved, 
a laser line in the lower energy range of the UV ( ~ 2. 7-4 eV) should be 
utilized [7], unless impurity resonance is present [8]. Resonance Raman scat­
tering of AlN and AlGaN alloys, on the other hand, requires laser excitation 
lines in the deep UV range ( ~ 4-7 eV) depending on the alloy composition [9]. 
The resonance of the Raman signal of InN, due to its narrower band gap, can 
be achieved via excitation in the visible optical range. For laser excitation 
energy much above the fundamental band-gap energy of the semiconductor, 
the light is absorbed and thus only a small volume of the material is probed. 
In the case of strong absorption the Raman signal would be significantly 
weakened. 

Table 7.1. Band-gap energies in units of eV of GaN, AlN, and InN [2] 

Structure 

Wurtzite 

Zincblende 

GaN 

3.39 (200K) 

3.50 (1.6 K) 

3.2-3.3 (300 K) 

AlN 

6.2 (300K) 

6.28 (5K) 

5.11 (300K) 

InN 

1.89 (300K) 

2.2 (300 K) 

7.2 Raman Scattering of GaN, AIN, and InN Films 
and Crystallites 

GaN, AlN, and InN based materials can be grown in the wurtzite as well 
as the zincblende structure, depending mainly on the choice of substrates 
and growth conditions [10-12]. Unintentional coexistence of both structures 
in a film thus may occur. This section focuses on the identification of the 
structure in the films via polarized Raman spectroscopy and analysis. 

7.2.1 Raman Tensors and Structure Identification of GaN, AIN, 
and InN 

The III-V nitrides are highly stable in the hexagonal WZ structure and high 
quality material in that structure has been achieved [13]. However, it has been 
demonstrated that the growth of films in the less stable cubic ZB structure 
is feasible as well [14-17]. Due to the polymorph nature of the III-V nitrides, 
the identification of material structure as well as its purity, i.e., the possibility 
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of polytype material, is an issue. The following section addresses the topic of 
Raman spectroscopy for structure determination of GaN, AlN, and InN films 
and crystallites. 

The WZ crystal structure belongs to the space group c:v, and the group 
theory analysis predicts the zone-center optical modes A1 + 2Bl + E1 + 
2E2 [18]. The A1, E 1, and the two E2 modes are Raman active, while the B1 
modes are silent, i.e., forbidden in Raman scattering. FUrthermore, the A1 

and E1 modes are polar: their vibrations polarize the unit cell, which results 
in the creation of a long-range electrostatic field. The effect of this field mani­
fests itself in the splitting of the A1, E1 modes into longitudinal optical (LO) 
and transverse optical (TO) components, thus creating the A1 (LO,TO) and 
E 1 (LO,TO) modes. Figure 7.1 depicts the scheme of the vibrational modes 
in the wurtzite structure [19]. The ZB structure belongs to the space group 
TJ and group theory predicts one Raman active mode of F2 representation: 
it is a polar mode which splits into the TO and LO components [18,20]. 

Tables 7.2 and 7.3 list the experimental Raman frequencies that have been 
reported for WZ- and ZB-GaN, respectively [14,16,17,21-28]. In Table 7.4 
the Raman frequencies of AlN and InN are listed as well. There are small 
differences in the Raman frequencies presented in Tables 7.2, 7.3 and 7.4, 
which in most cases are due to differences in material quality. Moreover, 
as can be observed in the Tables, the Raman frequency of the TO mode 
of the ZB lies between the frequencies of the E 1 (TO) and the A1 (TO) of 
the WZ; similarly, the frequencies of the LO, E 1 (LO), and the A1 (TO) lie 

z z z 

' T 

X X X 

z z z ... 

X X X 

Fig. 7.1. Optical phonon modes in the wurtzite structure. The Raman active modes 
are the polar At and Et, and the two non-polar E2 modes. The B1 modes are 
silent (19] 
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Table 7.2. Raman frequencies (cm- 1) of the WZ-GaN modes 

E~ 145 144 143 144 142 

E~ 568 568 569 568 570 569 567 

A1(TO) 533 533 532 533 533 530 

A1(LO) 738 735 

E1(TO) 559 559 560 559 561 558 

E1(LO) 726 743 

Ref. [21] (22] (23] (25] (24] [26] [27] 

Table 7.3. Raman frequencies (cm-1) 
of the ZB-GaN modes 

TO 554 555 555 
~ 

LO 730 740 740 737 

Ref. (16] (17] (28] (14] 

Table 1.4. The Raman frequencies (cm- 1) of WZ-AIN and WZ- and ZB-InN 

WZ-AIN WZ-InN ZB-AlN 

E~ 241 252 246 249 655(TO) 

E~ 660 660 655 657 495 491 

A1(TO) 607 614 608 610 

A1(LO) 893 890 596 590 902(LO) 

E1(TO) 673 668 670 

E1(LO) 924 916 913 

Ref. (30] (31] (27] (32] (33] (34] (15] 

in the same range. The close proximity of the ZB and the WZ phonons 
has been attributed to the close relation between these two structures [29], 
and is explained as follows. The WZ structure, consisting of four atoms per 
primitive cell, can be obtained from the ZB structure, consisting of two atoms 
per cell, by a rearrangement of the atom-planes that are perpendicular to the 
(111) axis [29]. Due to this relation the WZ phonon dispersion curve along 
[0001] may be obtained via folding of the ZB phonon dispersion along the 
[111] direction, thus doubling the phonon modes in the WZ Brillouin zone as 
required by the increased number of the atoms per primitive cell. 

Figure 7.2 presents a description of the phonon dispersion of the two struc­
tures. In the figure, the LOs and the TOs of the ZB structure are plotted 



278 Leah Bergman et al. 

r A L 
Fig. 7 .2. Schematic phonon dispersions for the ZB and the WZ structures. The 
phonon curves: TA, LA, TO, and LO of the ZB are along the T-L [111] direction 
(thick lines). The folding (thin lines) of these curves into the WZ Brillouin zone 
T-A (0001] direction creates the: E} from theTA, B} from the LA, E~ from TO 
and B~ from LO. The splitting (dashed lines) creates the A1(TO) and the E1(TO) 
from the original TO as well as the A1 (LO) and the E1 (LO) from the original LO 

along the r- L (111] direction (thick lines); the folding creates the two E2 

branches and the two B1 branches (thin lines) along the r- A (0001] direc­
tion of the WZ structure. Moreover, due to the WZ crystal potential, a split­
ting occurs in which the E 1 (TO) and A1(TO), and the E1(LO) and A1(LO) 
branches (dashed lines) are created from the original TO and LO branches, 
respectively (29]. Thus, as can be seen in Fig. 7.2, the folding and splitting 
mechanisms cause the Raman frequencies of the A1 (TO) and E1 (TO) modes 
of the WZ structure to be in the same range as that of the TO mode of the 
ZB structure; the same holds for the LO modes. 

The identification of the Raman mode may be achieved using the Raman 
tensors. Equations (7.3) and (7.4) present the Raman tensors for the ZB and 
WZ structures respectively (18]. The x, y, and z in the equations represent 
the phonon-polarization direction for each of the polar modes. Each non-zero 
entry in the matrices represents a coupling of the polarization of the incoming 
and scattered light to the lattice vibrations that results in an allowed Raman 
spectral line via the second term of (7.1). Throughout this review Porto 
notation a(bc)d will be used to describe a Raman geometry: a and d represent 
the wavevector direction of the incoming and scattered light respectively, 
while b and c represent their polarization state (35]. Additionally, for each 
of the polar modes the direction of the phonon propagation with respect to 



7 III-V Nitrides 279 

its polarization direction determines whether the observed spectral line is of 
a longitudinal or a transverse mode. The phonon propagation direction can be 
ascertained via the wavevector conservation law: kL = ks + q, where kL and 
ks are the wavevectors of the incoming and the scattered light, respectively, 
and q is the phonon wavevector. 

Thus, for example, the Raman backscattering configuration z(xy)z would 
give rise to the LO mode in a case of ZB-(001) oriented crystallographic plane 
or to the two E 2 modes in a case of WZ-(0001) plane. The other modes are 
said to be symmetry forbidden at that configuration and will not appear 
in the spectra unless a mechanism exists, such as internal reflection due to 
defects and interfaces, that may cause the forbidden scattering. 

Ux (~ ~ ~) 
OdO 

Uy (~ ~ ~) 
dOO 

(
OdO) dOO 
000 

(7.3) 

(
aOO) OaO 
OOb 

(
OOc) E1(x) : 0 0 0 
cOO 

(
000) OOc 
OcO 

~f ~) (~f -! ~) 
0 0 0 0 0 

(7.4) 

7.2.2 Wurtzite and Zincblende Phases of GaN 

GaN in the WZ structure has been grown in the crystalline form of needles 
and platelets as well as heteroepitaxial films [1,2,5]. The most widely used 
substrates are sapphire(0001), 6H- SiC(0001), and ZnO(OOOl). Their ther­
mal expansion coefficients and lattice constants are approximately matched 
to GaN. Among the first to identify the Raman modes in WZ-GaN were 
Manchon et al. [21], Lemos et al. [22], Burns et al. [23] and Cingolani et 

Table 7.5. Scattering configurations and observ­
able Raman modes of WZ-GaN(OOOl) [26] 

Raman geometry 

y(xx)fj 

y(zz)fj 

y(zx)fj 

z(xy)z 

z(xx)z 

Raman mode 

A1(TO), E~, Ei 

A1(TO) 

E1(TO) 

E~, Ei 

A1(LO), Ei, Ei 
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al. (25], followed by Murugkar et al. (24] and Azuhata et al. (26]. Table 7.5 
lists the scattering configurations and the observable modes for the WZ-GaN 
film studied by Azuhata et al. [26]. The 2 j.Uil GaN film in that study was 
grown on a sapphire(0001) substrate via MOCVD and was capped with a thin 
layer of InGaN. The sample quality was reported to be comparable to that of 
a double-heterostructure light-emitting diode [26). Figures 7.3 and 7.4 show 
the Raman spectra of that film. 

The values of the LO- and the TO-phonon may be used to determine the 
dielectric constants of a material via the Lyddane-Sachs-Teller relation [36) 

(7.5) 

In this relation co is the static dielectric constant of the crystal, while £ 00 is the 
dielectric constant at optical frequencies, and WL and WT are the LO- and the 
TO-frequencies, respectively. Since GaN is an uniaxial crystal, there are two 
values for each of the dielectric constants defined as c..L and c-11, respectively; 
the directions given are relative to the c-axis. In that respect, the phonons 
of E 1 symmetry correspond to the perpendicular Lyddane-Sachs-Teller re­
lation whereas the A1 phonons to the parallel relation. Moreover, infrared 
reflectivity measurements have indicated that for GaN c..Loo ~ clloo• i.e., in 
the optical frequency range GaN is approximately an isotropic material [21). 
Using the Raman frequencies of the LO and TO, Azuhata et al. calculated 
the perpendicular and the parallel static dielectric constants of the GaN film 
to be c..Lo = 9.28 and cuo = 10.1, respectively (for E..Loo = c-11 00 = 5.29) [26). 
These values are in accord with the ones obtained via infrared reflectivity 
and Kramers-Kronig analyses (37]. 
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Fig. 7.3. Polarized Raman spectra of GaN film in the y-direction backscattering 
geometry; the GaN modes are present as well as the sapphire substrate modes (26] 
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Fig. 7.4. Polarized Raman spectra of GaN for the z-direction back-scattering Ra­
man configuration [26) 

In contrast to the extensive studies that have been conducted on WZ­
GaN material, the cubic phase is as yet a new and largely unexplored area. 
Raman and X-ray scattering studies of ZB-GaN films, grown on GaAs(001) 
substrates by metalorganic vapor phase epitaxy (MOVPE), have been re­
ported by Miyoshi et al. [16]. In their study, the structure of the films was 
first identified via X-ray diffraction and then confirmed by Raman analysis. 
The X-ray spectra exhibit the (200) diffraction peak of the cubic face whereas 
the (0002) diffraction of the WZ symmetry is absent. In order to verify the 
X-ray findings, Raman spectra were acquired in the z(xy)z configuration for 
which the LO mode for cubic symmetry is allowed from the (001) face. The 
spectra of that study show a line at ~ 730 em -l which has been attributed 
by Miyoshi et al. to the LO mode of ZB-GaN [16]. Moreover, from the X-ray 

data the authors calculated the lattice constant of ZB-GaN to be 4.5 A, which 
agrees well with their theoretical calculation. In light of that, Miyoshi et al. 
concluded that despite the 20% lattice mismatch with the GaAs substrate, 
the ZB-GaN films(~ 0.4J.lm thick) are almost strain-free due to a relaxation 
mechanism occurring at the early stages of the growth [16]. 

Phonon characteristics of cubic, hexagonal, and mixed phase GaN films 
grown via molecular beam epitaxy (MBE) on GaAs(OOl) substrates were 
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studied by Giebler et al. [17]. Each film in this study was grown under dif­
ferent conditions to invoke the growth of the different structure types. The 
structural properties were analyzed by high-energy electron diffraction and 
X-ray scattering, and the phonon characteristics were investigated utilizing 
infrared transmission and Raman spectroscopy. The structural analysis con­
ducted by Giebler et al. revealed that the sample grown under Ga-rich con­
ditions (sample A) consists of nonepitaxial hexagonal columns whose c-axes 
are aligned parallel to the [001] direction of the substrate. The film grown 
under N-rich conditions (sample B) exhibits a phase mixture, while the film 
grown under near-stoichiometric conditions (sample C) was mainly cubic. 

The infrared transmission spectra of sample A consist of lines at 558 
and 735cm-I, which have been attributed by Giebler et al. to the E 1 (TO) 
and A1 (LO) phonons, respectively, of the WZ-GaN. The spectra of sample 
C reveals transmittance features at 552 and 739 em -l that were assigned to 
the TO and LO phonons, respectively, of the ZB-GaN [17]. The spectra in 
the TO frequency range of the mixed sample exhibit a broad band centered 
approximately between the E 1 (TO) and the TO modes; similarly, the band in 
the LO range is broad and centered between the A1 (LO) and the LO modes. 
The Raman spectra of the three samples are presented in Fig. 7.5; the spectra 
were acquired in the z(xy)z configuration. The spectra of sample A exhibit 
theE~ mode at 569cm-1 and a broad band near 680cm-I, which has been 

GaN/GaAs 

500 600 700 

hvL = 2.41 eV 

T=BOK 
z(x,y)z 

800 
RAMAN SHIFT (cm·1) 

Fig. 7.5. Depolarized Raman spectra of GaN films grown on GaAs substrates. 
Sample A is mainly WZ, sample Cis mainly ZB, and sample B is a mixed phase 
structure (17] 
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assigned by the authors to a disordered state. The spectra of sample C consist 
of the allowed 10 mode at 740cm-1 and the symmetry forbidden TO mode 
at 554cm-1 • The forbidden scattering has been explained by Giehler et al. to 
occur via multiple reflections inside the film. The spectra of the mixed-phase 
film exhibit the E~ of the WZ structure, the 10 and the TO of the ZB, and 
a broad band due to a disorder-activated scattering [17]. 

Comparative Raman studies of cubic and hexagonal GaN have been re­
ported also by Tabata et al [14]. In that study, both WZ and ZB films were 
grown on GaAs(OOl) substrates via MBE. The nucleation of the two struc­
tures was achieved by varying the Ga-to-N flux ratio in the initial stage of the 
growth: the growth of the ZB film was initiated using N-rich conditions, and 
that of the WZ phase was obtained under a slight excess of Ga [14]. The X-ray 
spectra of the sample grown under Ga-rich condition (sample A) exhibit the 
(0002) and the (0004) diffraction peaks associated with the WZ-GaN, whereas 
the spectra of the sample grown under N-rich condition (sample B) exhibit 
the (002) peak of the ZB-GaN. From these findings, the authors concluded 
that sample A has a WZ structure with the surface-normal parallel to the 
c-axis, and sample B consists of ZB structure with the surface-normal parallel 
to the cubic axis [14]. 

The Raman spectra of samples A and Bare presented in Figs. 7.6 and 7.7, 
respectively. The spectra were acquired in nearly backscattering geometry 

GaN/GaAs 
exagonal/Wurtzite 

T=300K 

E2(GIN) 

(b) 

(a) 

200 400 600 800 
Raman shift (cm-1) 

Fig. 7.6. Raman spectra of WZ-GaN film at three incident laser wavelengths: 
(a) 514.5nm, (b) 488nm, and (c) 457.9nm (14] 
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Fig. 7. 7. Raman spectra of the ZB-GaN film at the three incident laser wavelengths 
as in Fig. 7.6 (14] 

with polarized incident light and unanalyzed scattered light. Moreover, the 
spectra in Tabata's study were acquired at three different incident wave­
lengths in order to enhance the Raman signal (14]. Figure 7.6 exhibits the 
allowed E~ mode at 571 cm-1 as well as the A1 (LO) mode at 737 cm-1, which 
is also allowed in that configuration. The Raman spectra of the ZB-GaN in 
Fig. 7.7 exhibit the allowed LO mode at 741 cm-1, and the forbidden TO 
mode appears as well at 555 em - 1 . The appearance of the TO mode was 
attributed by Tabata et al. to the presence of a short-range perturbation in 
the film, which relaxes the Raman selection rules [14]. 

7.2.3 Wurtzite and Zincblende Structure of AIN and InN 

In the following, a review of Raman scattering studies in AlN and InN is 
presented. AlN and InN, like GaN, in the stable state have a wurtzite crystal 
structure and belong to the space group Ct11 • The cubic zincblende phases of 
AlN and InN can be grown as well; however, these materials have been studied 
much less than the wurtzite polytype. The Raman selection rules leading to 
mode assignments and polytype identification are the same as those for GaN, 
as described in Sect. 7.2.1. 
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Fig. 7.8. Raman spectra and the curve fit to the spectra of AIN crystallite (27] 

Figure 7.8 shows typical Raman spectra of a WZ-AlN crystallite grown via 
the sublimation method [27]. The spectra were acquired in a backscattering 
geometry from the a-face of the crystallite, and the Raman frequencies are 
listed in Table 7.4. Figures 7.9 and 7.10 present the Raman spectra of a ZB­
AlN film along with that of ZB-AlGaN films; the symmetry-allowed LO and 
the forbidden TO modes of the cubic ZB are both present in the spectra [15]. 

Si 
569 

l 

500 550 600 650 700 

Raman Shift (cm"1) 

Fig. 7.9. Compositional variation of the TO-Raman mode of ZB-AlGaN alloy. The 
phonon frequency of the ZB-AIN is 655 cm- 1 (15] 
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Fig. 7.10. LO phonon spectra of ZB-AlGaN alloy. The LO mode of the ZB-AIN is 
observed at 902cm-1 [15) 

These cubic films were grown by Harima et al. via the MBE method on cubic 
SiC/Si substrates, and the cubic phase was confirmed by X-ray diffraction as 
well to be the major structure [15). 

Due to the difficulties in achieving reasonably good quality InN films, in­
formation on its material properties is as yet scarce. Raman scattering stud­
ies of InN films grown on (0001) sapphire substrates via metalorganic vapor 
phase epitaxy were first reported by Kwon et al. [33). X-ray diffraction indi­
cated that the structure of the InN films was wurtzite. Identification of the 
Raman modes was carried out via the Raman selection rules in a backscat­
tering geometry; the modes are listed in Table 7.4. The authors reported 
a linewidth of 20cm-1 for the E~ mode, a value that is larger compared 
to the E~ linewidths of WZ-GaN and AlN, which usually range from 3 to 
8 em -l. Lee et al. investigated the unusual line broadening of the InN Raman 
modes as a function of growth temperature [34). These films were grown at 
temperature ranges of 325-600°C via the same method used by Kwon et al. 
It was found that in the elevated temperature range (450°C and above), the 
E~ linewidth is~ 6cm-1 while in the lower range the linewidth is~ 70cm-1 ; 

the broadening of the spectral lines was accompanied by a frequency shift as 
well. Lee et al. suggested that this significant line broadening reflects the 
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coexistent of cubic and amorphous phases in the WZ structure of the InN 
films [34]. 

7.3 Stress Analysis and Substrate Issues 
for Epitaxial Growth 

Among the important factors leading to the synthesis of high quality films 
is the availability of matching substrates. In order to minimize the internal 
stress, the substrate under consideration should have lattice parameters and 
thermal expansion coefficients similar to these of the film. Table 7.6lists some 
of the substrates most commonly used in the growth of III-V nitride films, 
as well as their lattice parameters and thermal expansion coefficients [2]. 

One of the most informative methods of measuring stress in materials is 
Raman spectroscopy [19,38,39]; however, it requires an a-priori knowledge of 
the Raman pressure coefficients that relate the peak position to the stress. 
The following reviews some of the Raman studies concerning the determina­
tion of the pressure coefficients and the stress state in GaN and AlN. 

Table 7.6. Material properties for the GaN- and AlN-substrate system [2] 

Material Lattice parameters (A) Coefficients of thermal 
expansion (10-6 /K) 

6H- SiC a= 3.080 4.2 

c = 15.12 4.68 

Sapphire a= 4.758 7.5 

c = 12.99 8.5 

ZnO a= 3.252 2.9 

c = 5.213 4.75 

WZ-AlN a= 3.112 4.2 

c = 4.982 5.3 

WZ-GaN a= 3.189 5.59 

c = 5.185 3.17 

7.3.1 Stress Analysis of GaN Films 

A detailed study of the effect of pressure on the crystalline WZ-GaN Raman 
spectral lines was reported by Perlin et al. [38]. The applied pressure was 
hydrostatic in the range 0 to 50 GPa. The pressure dependence of the Raman 
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frequencies of the A1 (TO), E1 (TO), E~, and E~ modes was shown to follow 
the quadratic relation [38): 

(7.6) 

where P is the applied pressure in units of GPa, wo is the Raman frequency 
at zero applied pressure, and u1 and 0'2 are the first and second order pressure 
coefficients, respectively. The hydrostatic pressure coefficients derived from 
first principal density-functional calculations by Gorczyca et al. [19] were 
found to agree well with the experimental results [38). Table 7.7 summarizes 
the set of parameters for the various Raman modes. 

Table 7.7. The hydrostatic pressure coefficients of WZ-GaN, u1 and u2, in units 
of cm-1 fGPa and cm-1 /(GPa?, respectively, as obtained from theory [19] and 
experiment (38] 

Raman mode Theory Experiment 

U1 U2 U! U2 

E1(TO) 4.10 0.013 3.68 -0.0078 

Ei -0.15 0.006 -0.25 -0.0017 

E~ 4.46 0,018 4.17 -0.0136 

A1(TO} 4.08 0.024 4.06 -0.0127 

The stress-strain relation for an isotropic material under hydrostatic pres­
sure is (40,41]: 

(7.7) 

where cis the strain, E the Young's modulus, u the stress, and v the Pois­
son ratio. However, for thin epitaxial films the stress is more likely to be 
two dimensional due to film-substrate lattice and thermal mismatches (see 
Table 7.6). For the case of biaxial stress, ua, a strain is induced in the basal 
plane, ca, and along the c-direction, · cc; the isotropic constituent equations 
are [41]: 

ca = E-1ua(l- 2v) , 

cc = -E-1ua2V. 

(7.8a) 

(7.8b) 

For thin epitaxial films, the biaxial stress approximations in (7.8a,b) may be 
used to describe the stress state of a thin film if the stress contribution from 
point defects is negligible (40]. 

Kisielowski et al. have analyzed the stress state of GaN films grown on the 
c-face of SiC and sapphire (40]. The authors analyzed the stress in the films 
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in terms of the biaxial isotropic approach described in (7.8). It was shown 
that, due to point defects, an additional hydrostatic component has to be 
superimposed to the biaxial component in order to fully describe the stress 
state of the films. Moreover, Kisielowski et al. determined that a biaxial stress 
of 1 GPa would shift the Raman peak position of the Ei mode by:::::; 4.2 cm- 1 , 

a result consistent with the values listed in Table 7.7. 
Strain effect studies in epitaxial GaN grown on AIN-buffered Si(111) have 

been reported by Meng et al. [42]. One of the objectives of the study was the 
determination of the Raman stress coefficient for the biaxial stress state, 
taking into account the hexagonal anisotropy. An outline of their method is 
presented here. The films were grown via RF -glow discharge reactive mag­
netron sputtering at various RF input powers. Raman and X-ray spectroscopy 
established that the film structure is WZ with an (0001) orientation. In their 
analysis, Meng et al. assumed a biaxial stress state and took into considera­
tion the hexagonal anisotropy; the constituent relation in that case is [42]: 

2Cf3 - C33(Cu + C12) 
aa = 2013 fc . (7.9) 

Using the elastic constants Cii for WZ-GaN in (7.9), the authors obtained 
a a = -202cc. The values of the vertical strain fc determined via X-ray mea­
surements were correlated to the RF input power and to the E? Raman peak 
position; in both cases a direct correlation was found. The vertical strain­
Raman frequency relation found for the Ei mode was w(cc) = 561 + 701cc, 
which in conjunction with (7.9) yields the relation between the biaxial stress 
and the Raman frequency to be w(aa) = 561 + 4.4aa. Thus the biaxial pres­
sure coefficient found in the study of Meng et al. ( 4.4 em - 1 / GPa) [42] is 
comparable to the hydrostatic pressure coefficient [38]. 

Other studies of stress-related phenomena have been reported [43-45]; 
a brief summary is given below. Thermal stress effects on GaN films of differ­
ing thickness grown on the c-plane of sapphire substrates were investigated 
by Kozawa et al [45]. As can be seen in Table 7.6, a significant difference 
exists between the thermal expansion coefficients of GaN and those of sap­
phire, which produces a compressive stress in the film. In the studies of 
Kozawa et al., the magnitude of the biaxial compressive stress in each of 
the GaN films was obtained via the curvature wafer bending method; the ob­
tained values were correlated to the peak positions of the Ei Raman mode. 
It was found that the Raman pressure coefficient is 6.2 cm-1 /GPa, a value 
somewhat greater than the one listed in Table 7.7. Additionally, the authors 
demonstrated that the compressive stress decreases as the thickness of the 
film increases: for :::::; 5j.lm and 50 j.lm films the Raman peak position was 
found to be at 569 and 567.5 cm-1 , respectively [45]. 

Rieger et al. investigated the influence of the AlN buffer layer, when de­
posited on the c-plane of sapphire substrates, on the stress state of the GaN 
films [43]. In order to estimate the stress magnitude, they analyzed the Ra­
man peak position of the Ei mode as a function of the AlN layer thickness. 
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Rieger et al. observed a pronounced reduction of the compressive stress in 
the GaN films with increasing AlN buffer layer thickness. According to the 
authors, an AlN layer thicker than 200 nm eliminates the compressive stress 
completely (43]. Depth profiles of the strain in a 220-f.l.m thick GaN film grown 
on sapphire were investigated by Siegle et al. utilizing Raman spectroscopy 
PL and CL imaging (44]. The depth profile of the stress was determined from 
the peak position of the Ei mode. The authors found that the stress de­
creases nearly exponentially with increasing distance from the substrate; the 
film was found to be relaxed at a distance ~ 35 f.l.m away from the substrate. 

7.3.2 Stress Analysis in WZ-AIN 

The influence of hydrostatic pressure on the Raman frequencies of WZ-AlN 
has been investigated by various groups (19,30,46]. The Raman pressure co­
efficients for the AlN modes, defined in (7.6), are listed in Table 7.8. 

Table 7.8. The hydrostatic pressure coefficients of WZ-AlN, a1 and a2, in units 
of cm-1 /GPa and cm-1 /(GPa}2 respectively as obtained from theory [19] and 
experiment [30] 

Raman mode Theory Experiment 

0"1 0"2 

E1(TO) 4.36 0.059 

E~ -0.29 0.022 

E~ 4.79 0.063 3.99 0.035 

A1(TO} 4.29 0.019 4.63 -0.01 

E1(LO) 1.67 0.27 

Figures 7.11 and 7.12 (19] show the functional behavior of the Raman 
modes under pressure; the dots represent the experimental data of (30] while 
the lines represent the model calculation (19]. One of the most intriguing 
aspects of these results is the anomalous behavior of the Ei mode of AlN 
as well as of GaN; unlike the other modes it decreases to lower frequencies 
with increasing pressure. This tendency is better expressed in terms of the 
Griineisen parameteqi (47]: 

. _ Bo (dwi) 
'Y~- Wi dP ' (7.10) 

where the wi's are the given phonon modes, B0 is the bulk modulus, and 
P is the pressure. Thus all the AlN and GaN modes have positive 'Y values, 
excepting the Ei mode, which has a negative 'Y value. Similar behavior has 
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Fig. 7.11. Model calculations (lines) of the high frequency phonon of WZ-AlN 
and GaN under hydrostatic pressure. The dots represent experimental data 
from [30,38] (19] 
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Fig. 7.12. Model calculations (lines) of the low frequency phonons of WZ-AlN 
and GaN under hydrostatic pressure. The dots represent experimental data 
from [30,38] [19] 

been found in CdS and ZnO, both of which have a WZ structure [47J. It 
has been suggested that the negative 'Y value may indicate a softening of 
the lattice to a particular mode under compression, preceding a first-order 
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transition [19,47]. Moreover, it has been established that WZ-ZnO and -CdS 
undergo a phase transition to the NaCl structure [47]; the same phase transi­
tion has been suggested to occur in GaN crystallites at ~ 45 GPa [38]. How­
ever, the reason for the softening of the Ei mode in the wurtzite structure 
materials needs further investigation. 

7.4 Raman Analysis of the Quasi-Modes in AlN 

The theory developed by Loudon formulates that in uniaxial materials the 
polar phonon characteristics may be affected via two interaction mecha­
nisms: one due to the long range electrostatic field, and the other due to 
the short range field which exhibits the anisotropy of the vibrational force 
constants [18,48]. The phonon dynamics and thus the Raman spectra depend 
on which of the two mechanisms is the dominant interaction. Figure 7.13 
depicts the Raman frequency scheme and the direction of phonon vibrations 
for both interactions (49]. 

For the case where the long range electrostatic field is the dominant mech­
anism, the interaction of the polar phonons with the long range electrostatic 
field may result in a significant frequency separation between the group of the 
TO phonons relative to that of the 10 phonons. Moreover, the TO phonons 
belonging to different symmetry are grouped together in a relatively narrow 
frequency range; the same holds for the 10 phonons. One consequence of 
the dominant electrostatic field interaction is that under certain propagation 
and polarization conditions, phonons of mixed A1 and E 1 symmetry char­
acter exist and can be observed in the Raman spectra (48]. These mixed 
symmetry modes are termed quasi-10 and quasi-TO modes. The frequencies 

~ TO 
S Al El 

Raman frequency 

a 

El 
TO LO 

Fig. 7.13. Raman frequency scheme for (a) the case when the long range electro­
static field is the dominant interaction, and (b) when the anisotropy of the short 
range interaction dominates [49] 
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of such quasi modes are predicted by the theory to be between the values of 
the pure A1 and E1 modes for each of the LO and the TO bands. Alterna­
tively, for the case where the short range interatomic forces are dominant, 
the LO-TO splitting will be small and in this case the TO and LO mode of 
each symmetry group will occur in a relatively narrow band. 

In AlN the E 1 (TO) and A1 (TO) Raman frequencies are grouped together 
within about 60cm-I, the E 1 (LO) and Al(LO) within 20cm-I, and the LO­
TO group-splitting is ~ 220 em -l. The frequency scheme of AlN thus implies 
the dominance of the long-range electrostatic force interaction. The mode­
mixing in AlN may occur if the propagation direction (q-vector) or polar­
ization of the quasi-polar phonons lie in the plane that spans between the c 
and the a1 (or a2) crystallographic axes [50]. This plane is referred as to the 
mixing plane. For example, the pure A1 phonon has a c-direction polarization 
while the pure E 1 phonon is polarized in the basal plane; thus a quasi-phonon 
with the q-vector between the c and the a1 axes would exhibit a mixed polar­
ization of ArE1 symmetry. When the q-vector lies along the crystallographic 
axes, only pure phonons are observed in the spectra. A detailed analysis of 
the Raman configurations that enable the observation of the quasi modes in 
WZ materials is given in [50] and [49]. 

Raman studies of quasi modes in AlN have been reported by Filippidis 
et al. [32] and Bergman et al. [49]. In these studies the q-vector direction 

y 

z------~ 

c 

\~ 
TO ~----\"\q 

~\ a-axis polarization 

w\• ;w• 
c-axis polarization 
of AI symmetry 

Fig. 7.14. Geometry of the Raman experiment setup for the observation of the 
quasi-modes. The spectra were acquired in a backscattering geometry from the 
Y axis, 8 is the rotation angle, and (3 is the angle of the phonon propagation !49] 
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Fig. 7.15. Raman spectra in various scattering configurations that enable the ob­
servation of the quasi-TO modes in AIN. The pure-modes: E~, and E1(TO) are 
present as well (49] 

was achieved by rotating the crystallite by an angle 0 relative to a fixed 
laboratory coordinate system, as depicted in Fig. 7.14. Figures 7.15 and 7.16 
present Raman spectra for various rotations in a scattering configuration that 
enables the quasi-TO and quasi-LO to be observable (49]. Figure 7.17 shows 
the behavior of the quasi-modes as a function of the phonon propagation 
angle (3, where (3 is related to 0 via Snell's law and a small anisotropy is 
assumed. In Fig. 7.17 the points represent the experimental results while the 
lines represent Loudon's model [48,50]: 

w~(TO) = w~l(TO) cos2(90- (3) + wll(TO) sin2 (90- (3) , 

w~(LO) = wll(LO) cos2 (90- (3) + w~l(LO) sin2 (90- (3). 

(7.1la) 

(7.11b) 

As was discussed in (49], one important implication of these results involves 
the accurate determination of the Raman frequency acquired from AlN thin 
films. In such films, due to their J.lm-size dimension along one of the crystal­
lographic axes, the determination of the various Raman frequencies requires 
the data to be acquired at grazing angle geometry. Such experimental setup, 
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Fig. 7.16. Raman spectra of the quasi-LO modes of an AIN crystallite (49) 
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Fig. 7.17. Angular dispersion of the quasi-LO and quasi-TO modes. The lines 

represent Loudon's model; the dots and X's are the experimental results from (49) 

and (32), respectively (49) 

which deviates by an angle from the crystallographic coordinate system, may 

result in a shifting of the observed Raman frequency. Due to the strong an­

gular dispersion of the quasi-TO mode frequency (see Fig. 7.17), a disparity 
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in the TO Raman frequency values of thin films is expected to be observed; 
less disparity is expected for the LO mode. A similar effect in which the 
frequency is shifted from its pure value may also occur in films grown at 
off-crystallographic directions. In measuring the stress state of the films, the 
possible additional shift due to the electrostatic coupling needs to be con­
sidered. 

7.5 Phonon-Plasmon Interaction 
in GaN Films and Crystallites 

Raman spectroscopy has proven to be a useful tool in analyzing the effect of 
free electrons on the lattice dynamics of GaN, which tends to be ann-type 
material as grown [4). A free carrier concentration in GaN may be achieved via 
intentional n-type doping or via the growth method [5,51). In general, when 
an appreciable free carrier concentration is present in a polar-semiconductor, 
a coupling of the LO-phonons to the plasma oscillations of the free carri­
ers (plasmons) may occur (52). The phonon-plasmon interaction results in 
a characteristic Raman scattering that may yield information on the free 
carrier density of a given sample [51,53-58). This section examines the topic 
of Raman phonon-plasmon coupled modes in GaN. 

The determination of the free carrier concentration via Raman spec­
troscopy is often more advantageous than that via electrical measurements 
since no contacts are required. The plasma frequency wp at wavevector q = 0 
is related to the free carrier concentration n through the relation [36): 

(7.12) 

where € 00 is the high frequency dielectric constant, e is the charge, and m* is 
the effective mass of the free carriers. Moreover, in the case when the plasma 
oscillations are not overdamped the frequencies of the coupled plasmon-LO­
phonon may be approximate,d by [59): 

(7.13) 

Therefore the Raman spectra in principle should exhibit two spectral lines 
corresponding to an upper branch coupling w+ and a lower branch w_ (also 
known as L+ and L_) whose frequencies depend on the free carrier concen­
tration. No LO-mode is expected in the spectra. The two coupled frequencies 
have been observed in the Raman spectra of n-type GaAs as well as other 
III-V semiconductors of the ZB structure [20). 

In the case of overdamped plasmons (7.13) is not applicable; the spectra 
cannot be analyzed in terms of the w+ and w_ coupled modes. However, 
the case of large damping of the plasma oscillations in 6H -SiC (doped with 
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nitrogen"" 1019 cm-3 ) has been analyzed and modeled by Klein et al. (60]. 
In their study the Raman spectra of the SiC do not exhibit the w+ and 
w_ branches. Instead, the influence of the coupling manifests itself in the 
lineshape of the 10-mode: it is asymmetrically broadened and slightly shifted 
toward the frequency range where the w+ was supposed to be (in the case of 
small damping). Moreover, Klein et al. demonstrated that the line broadening 
as well as intensity reduction is directly correlated to the increase of carrier 
concentrations. The influence of damping effects on the Raman scattering 
efficiency of the coupled modes has also been investigated by Ron et al. [61] 
and by Irmer et al. [62] in the case of n-type GaP. The Raman spectra were 
found to exhibit characteristics similar to those of n-type SiC. The model 
developed to explain the effect of the large damped plasmons on the coupled 
modes can be expressed as [60-62]: 

I(w);::;! [1, C, C2]Im( -1/c:) 

[ w£-w? w; l c:(w) = c:(oo) 1 + 2 2 • - 2 • ' 
WT - W - l')'W W + l')'pW 

(7.14a) 

(7.14b) 

where I(w) is the Raman cross section, c:(w) is the dielectric function, and 
[1, C, C2] is the interference factor expressed in term of the Faust-Henry coef­
ficient C [61]. In (7.14b) WL, WT and Wp are the frequencies of the longitudinal 
phonon, the transverse phonon, and the plasmons, respectively. Additionally, 
/' and /'p are the damping constants of the phonons and the plasmons, respec­
tively. Equation (7.14a), when fully expanded, predicts the Raman lineshape 
of the phonon-plasmon coupled modes. 

In a manner similar to SiC the plasma oscillations in GaN are considered 
to be overdamped. Kozawa et al. investigated the A1 (10) phonon-plasmon 
coupled mode in WZ-GaN film as a function of a relatively low level of Si­
dopant concentration [51]. The dopant concentration in these samples ranged 
from about 1 x 1016 to 2 x 1018 cm-3 . Figure 7.18 depicts the Raman spectra 
of the A1 (10) mode at several carrier densities; here the Raman band shifts 
towards the high frequency side as well as broadens and weakens as the carrier 
concentration increases. The spectra of the A1 (10) coupled mode as well as 
the model predicted by the lineshape (7.14) are presented in Fig. 7.19. The 
inset to the figure lists the values of the fitting parameters, among which are 
the plasma damping constant /'p = 400cm-1 and the plasma frequency Wp = 
119cm-1, the latter from which the carrier concentration may be evaluated 
via (7.12). Figure 7.20 shows the carrier concentration n calculated from the 
Raman data versus the one obtained from the Hall measurements. As shown 
in the figure, the values of the concentrations obtained in both techniques 
agree [51]. 

Kirillov et al. studied the effect of free carriers on phonon-plasmon inter­
actions in WZ-GaN films in the high concentration regime [54]. The con­
centrations in their study were determined via Hall measurements to be 
4 x 1019 cm-3 for sample A and 8 x 1019 cm-3 for sample B. From those meas-
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Fig. 7.18. Raman spectra of the A1(LO) mode of GaN for several Si doping con­
centrations nH obtained via Hall measurements [51) 
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Fig. 7.19. Experimental and calculated Raman lineshape of the A1(LO)-plasmon 
coupled mode [51) 

urements the plasma damping constant for sample A was been determined to 
be 1116 em - 1. Figure 7.21 presents the Raman spectra acquired in a backscat­
tering geometry from the c-face of the two films: neither spectra exhibits the 
allowed A1 (LO) mode at ~ 735 em - 1 . In order to gain further insight into 



7 III-V Nitrides 299 

~ 1019 ... 
E 
~ 
c 
z 
0 

1018 i= 
< 
0:: 
!-z 
t..:J 
u z 1017 0 u 
0:: 
t..:J 
0: 
0:: 
< 10;~16 u 

1017 1018 1019 
CARRIER CONCENTRATION 1\t (cm"3) 

Fig. 7.20. Correlation between the carrier concentration n found from the Raman 
analysis and the concentration nH obtained via Hall measurements (51] 

~ 
UJ 
c 
Q) 

E 

-566 

40x103 
557 

20 

10 \ 

\"'\ .. 
~-· .... "\ _______________ . ____ _ 

0~---.-----.----,-----,-----~----~ 

SOD 1.Q.OO 15QO -~000 
Haman snift (1tcm) 

2500 3000 

Fig. 7.21. Raman spectra of highly conductive GaN films. Dotted line: spectra 
from sample with free carrier density n = 4 x 1019 cm-3 ; solid line: from sample 
with n = 8 x 1019 em -J (54] 

the dynamics of the phonon-free carrier interactions, Kirillov et al. calculated 
the expected spectra using Klein's model expressed in (7.14a,b). Figure 7.22 
shows the calculated spectra for a free carrier concentration of 4 x 1019 cm-3 

for two values of the plasma damping constant. The dotted line in Fig. 7.22 
is a calculated spectrum for a hypothetical sample with a low damping con­
stant of lOOcm-1 . This value is typical for plasmons in GaAs films; in that 
material the upper branch coupling w+ and a lower branch w_ have been 
clearly identified. The solid line in Fig. 7.22 is the calculated spectrum where 
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the damping constant is taken to be that of sample A (1116cm-1). As shown 
in the figure the lines become much broader as the plasma damping constant 
increases, with the upper branch being the most affected. 

In contrast to the study of Kozawa et al. in the low dopant regime, the 
study of Kirillov et al. indicates that for high free carrier concentrations Ra­
man spectroscopy may not be a useful tool to extract qualitative information 
on the concentration [54). This is because the line of the upper branch of 
the phonon-plasmon coupling is too broad to allow a meaningful analysis. 
However, the model calculations presented in Fig. 7.22 reveal that the line 
of the lower branch at ~ 530cm-1 is not too broad and thus potentially 
may be used in the concentration analysis. This line corresponds to the 523 
and 530cm-1 spectral lines of samples A and B, respectively (see Fig. 7.21). 
However, due to defects and inhomogeneities in the film, which relax the Ra­
man selection rules, the A1 (TO) mode near 530cm-1 may be present in the 
spectra as well. Thus the identification of the lower phonon-plasmon coupling 
mode has to be dealt with cautiously. 

A detailed investigation into the issue of the lower branch of the phonon­
plasmon coupled modes in the case of high carrier concentration was carried 
out by Demangeot et al. [55). The GaN sample was found via infrared re­
flectivity measurements to contain a high level of free carrier ~ 1020 cm-3 , 

and the plasma damping constant was determined to be 1480cm-1 [55). Fig­
ure 7.23 shows Raman spectra of the GaN film that were acquired at two lo­
cations on the sample. As can be seen in the figure, a relatively broad Raman 
peak at 525cm-1 is present in the spectra. Demangeot et al. used the model 
of (7.14a,b) and found a good fit (dotted line in the figure) to the Raman 
data of the low branch coupled mode. In that study the Raman spectra in 
the high frequency range do not exhibit the At(LO) mode nor a pronounced 
high-branch coupled mode, results which are consistent with the model cal-
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Fig. 7.23. Experimental and calculated (dotted line) lineshape of the low-branch 
A1(LO) phonon-plasmon coupled mode in GaN films [55) 

culation. Additionally, these results indicate that the distribution of the free 
carriers is not uniform across the GaN sample. 

The fact that in the limit of low free carrier concentration the modified 
A1 (LO) is present in the Raman spectra led Wetzel et al. to quantitatively 
determine the concentrations (57). In this study they investigated bulk GaN 
crystallites and correlated the free carrier concentration to the Raman peak 
position of the coupled A1 (LO)-plasmon mode. The authors suggested that 
the following correlation holds in the concentration range of 1017 cm-3 < n < 
1019 cm-3 (57): 

n(w) = 1.1 x 1017 cm-3 (w- 736)0·764 . (7.15) 

In the above approximation w is the A1(LO) phonon-plasmon coupled mode 
in cm-1, and the value 736 is the frequency of the A1 (LO) Raman mode. At 
that low level of free carriers, Ponce et al. investigated the spatial distribu­
tion in GaN crystallites via a Raman imaging technique (56). The underly­
ing principle of the technique involves the recording and digitization of the 
A1 (LO)-plasmon mode intensity across the sample. The images presented by 
Ponce et al. show a variation of brightness across the crystallite, with the 
areas of brightness corresponding to low doping concentration [56). 

7.6 Isotopic Effects and Phonon Lifetimes 
in the Wurtzite Materials 

Since the isotope mass affects the phonon frequency, Raman analysis of iso­
topic films may convey information on the elements controlling the mode­
vibrations. Such studies of WZ-GaN films made from natural Ga and N as 
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well as the isotope I 5 N have been reported by Zhang et al. [63]. In the film 
containing the ISN all of the observed Raman modes, excluding the Ei, were 
found to exhibit prominent downward frequency shifts. Additionally, the Ra­
man frequencies of the polar modes AI (LO, TO) and EI (LO, TO) were found 
by Zhang et al. to be shifted according to the inverse square root of the 
reduced masses, as would be expected from the first principal calculations 
of crystal dynamics [63]. Since the reduced mass is J.L-I = 1/maa + 1/mN, 
the vibrations of the polar modes are mainly due to the nitrogen oscilla­
tions. However, the isotope shifts of the non-polar modes Ei and E~ were 
found to deviate from the expected reduced mass behavior, with significant 
deviation found for the B~ which seems not to be affected by the isotopic 
mass. The model calculations used to explain the vibrational dynamics of 
the non-polar modes led the authors to conclude that although the E? mode 
is still dominated by nitrogen atom vibrations, it constitutes only 92% of the 
total vibrations. The rest of the 8% vibrations in the admixture are due to 
the movements of the Ga atoms. A different scenario was inferred for the Ei 
mode; its vibration mostly involves the motion of Ga, which explains the lack 
of frequency response to the isotope mass of the I 5N. Thus, Zhang's studies 
indicated that all of the Raman modes but the EJ involve the vibrations of 
the nitrogen atoms, while that of the Ei involves the vibrations of the heavier 
gallium atoms [63]. 

One crucial aspect impacting device performance is phonon interaction 
with free carriers. In general, the interaction can degrade the viability of the 
device; however, studies have also demonstrated that the phonon-electron 
interaction may be used to engineer certain laser devices [64-66]. The phonon 
lifetimes are important in both these aspects, and although the interaction 
involves only the LO phonons, knowledge of other mode-lifetimes may give 
insight into the characteristic dynamics of the material. One fundamental 
lifetime shortening mechanism in semiconductors has been established to 
occur via the anharmonic interaction [67-72]. In this mechanism, the Ra­
man phonons decay into other normal modes in such a way that there is 
a conservation of momentum and energy in the process. More specifically, for 
a three-phonon decay process a phonon of frequency WI and a wavevector QI 

decays into two phonons of energies w2, w3, and wavevectors q~, q 2 , such that 
WI = w2 + W3 and QI = Q2 + q3. However, the additional lifetime shortening 
mechanism due to phonon scattering at point defects has to be considered as 
well (67]. 

Tsen et al. have reported phonon lifetime measurements via Raman spec­
troscopy (73]. In their investigation, the decay of the A1(LO) mode in WZ­
GaN film was studied via time-resolved Raman spectroscopy. The measured 
lifetime was found to be ~ 3 ps at 300 K and ~ 5 ps at 5 K. Tsen et al. hy­
pothesized that the zone-center A1 (LO) phonons decay primarily into a large 
wavevector TO phonon and a large wavevector LA or TA phonon. [73]. 
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Raman studies of phonon lifetimes in GaN, AlN, and ZnO crystallites 
have been reported by Bergman et al. [27]. The lifetimes were obtained from 
the Raman linewidth, after correcting for the instrument broadening, using 
the uncertainty relation f1E In = lIT, where f1E is the linewidth and T is the 
lifetime [74]. The lifetime analysis of Bergman et al. indicated that the phonon 
lifetimes in AlN, GaN, as well as ZnO crystallites fall into two main time 
regimes: a relatively long lifetime of the Ei mode and much shorter lifetimes 
for the E~, E1 (TO), A1 (TO), and A1 (LO) modes. The lifetime of the Ei mode 
of high quality GaN crystallites was found to be ~ 10 ps, whereas the lifetimes 
of the other modes were found to be approximately an order of magnitude 
shorter. A similar trend in the lifetimes was observed for phonons of high 
quality AlN, ZnO, and AlN that contain high levels of impurities. Moreover, 
the lifetimes of all the modes of both the high and low quality AlN crystallites 
were found to be correlated to their relative impurity concentrations [27]. 

A tentative explanation of the relative long lifetime of the Ei in the WZ­
crystallites was given by Bergman et al. in terms of the factors determining 
the anharmonic lifetimes, specifically the energy-conservation constraints, the 
density of the final states, as well as the anharmonic interaction coefficient. 
Unlike the other modes, the energy of the Ei mode lies in the low energy 
regime of the wurtzite dispersion curve (75-77] and only the acoustic phonons 
are available as a channel of decay. At the zone edges the energies of the 
acoustic phonons are equal or larger than that of the Ei mode; thus, in order 
for the energy conservation to hold the optical phonons have to decay into 
acoustic phonons at the zone-center for which their density is low. Although 
the contribution of the anharmonic coefficient, which has not yet been deter­
mined theoretically, has to be taken into account, the authors have suggested 
that the low density of states significantly reduces the scattering rate, thus 
increasing the phonon lifetime. 

7. 7 Wide Band-Gap Alloys 

In the following, a review of the mode behavior of III-V nitride-based alloys 
is presented. Mixed crystals of the form AB1-xCx are classified into two 
main groups according to the behavior of the q ~ 0 optical phonons [78]. 
Figure 7.24 depicts the two classes for ZB material, referred to as the one­
mode and two-mode material, respectively [79]. In general, if the frequencies 
of the AB and the AC components differ greatly, a two-mode behavior is 
expected; if the frequencies of both components have proximate values, a one­
mode behavior results. In addition to the one-mode and two-mode classes of 
materials, an intermediate class exists that exhibits two-mode behavior over 
a certain composition range and one-mode behavior over the rest of the range. 
This intermediate type of behavior has been observed in some III-V crystals, 
including AsGa1-xlnx, GaAsl-xSbx, and SbGal-xlnx (80]. Several criteria 
based on the elemental mass differences have been proposed to distinguish 
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Fig. 7.24. The two classes of mixed ZB crystals: (a) two-mode type and (b) one­
mode type material. For an intermediate composition x in the two-mode class of 
materials, two sets of frequencies would be observed in the spectra: one set is due 
to the LO and TO modes of the AB component and the other set is due to the LO 
and TO modes of the AC component. The one-mode exhibits only one set of LO 
and TO frequencies, which ideally are linear with composition [79] 

between the one- and two-mode behavior; however, no consensus has been 
established [78]. 

Hayashi et al. conducted Raman studies of WZ-AlxGal-xN films in the 
composition range 0 < x < 0.15 [81]. The investigation focused on the behav­
ior of theE~, E1(TO), A1(TO) and E1(LO) mode-frequencies as a function 
of the composition. They concluded that in the studied composition range, 
the AlxGa1_xN alloy system exhibits, up to some deviation from linearity, 
a one-mode behavior [81]. Alloy studies in the same narrow composition range 
were conducted by Behr et al. [82]. These studies indicated that the A1(LO) 
phonon is most likely to be of a one-mode type in the AlGaN; in contrast, 
the alloying did not affect the E~ mode. The alloy-type of AlxGa1-xN in the 
whole composition range was investigated by Cros et al. [83], who studied the 
behavior of the A1(LO), E~, and A1(TO) Raman modes. The experimental 
data led the authors to conclude that the A1 (LO) phonon exhibits a one­
mode behavior, whereas the E~ phonon mode is a two-mode type; however, 
the type behavior of the A1(TO) mode was found to be inconclusive [83]. 
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Similar Raman studies were conducted by Demangeot, where it was found 
that the A1(LO) , A1(TO), and the E1(TO) modes were all of a one-mode 
type [84). Conflicting experimental results concerning the one-mode behav­
ior of the E 1 (TO) have been found utilizing infrared reflectance [85). The 
infrared spectrum for each of the alloy compositions exhibits two features, 
which were attributed to the two-mode behavior of the E\ (TO) [85). 

The polar phonons in III-V ternary nitride semiconductors of wurtzite 
structure were investigated theoretically by Yu et al. [86) . Within the modified­
random-element isodisplacement model (MREI), they demonstrated that the 
polar modes of GaxAl1_xN and lnxGa1_xN follow a one-mode behavior [86). 
The MREI model in [86) is based on the model developed previously for 
the ZB materials with the modifications that include the additional phonon 
modes and the anisotropy of the WZ structure. Figures 7.25 and 7.26 present 
the theoretical results and some of the compiled experimental results. As can 
be seen in Fig. 7.25, the theory concurs well with the experiment except for 
the E 1 (TO) mode. This small deviation has been attributed to crystal quality. 
The one-mode behavior found by Yu et al. was explained in terms of the large 
mass difference between the nitrogen and the other alloy constituents. Since 
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Fig.7.25. Phonon mode behavior of WZ-GaAlN alloy. The lines represent the 
MREI model. The model calculations are for the A1(TO), A1(LO), E1(TO), and 
E1(LO) modes; the points represent the experimental data [86] 
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Fig. 7.26. Phonon mode behavior of WZ-InGaN alloy. Theory (lines) and experi­
ment (dots). The polar modes are presented [86) 

the atomic mass of nitrogen is much smaller that that of gallium, indium, and 
aluminum, the reduced masses of GaN, InN, and AlN are almost the same as 
that of nitrogen. As a result, no distinct GaN-like modes and AlN-like modes 
may exist in the GaxAh-xN alloy system; the same situation holds for the 
InxGal-xN alloy (86]. It should be noted that in all of the aforementioned 
experimental results the other possible factors affecting the line position such 
as stress, phonon-plasmon coupling, and symmetry mixing were not taken 
into consideration. 

Raman studies on phonon mode behavior in ZB-AlGaN films were re­
ported by Harima et al. [15]. It was found that the LO mode is a one-mode 
type while the TO mode is a two-mode type. The authors calculated the mode 
behavior for the ZB-AlGaN alloy system and found it to be consistent with 
the experimental results. Figure 7.27 presents the phonon frequency versus 
the composition for the experimental as well as the calculated results (15]. 

The topic of ordering in the AlGaN alloy system was addressed by Ko­
rakakis et al., utilizing X-ray diffraction (87], and by Bergman et al., utilizing 
Raman and X-ray spectroscopy [88]. The films in the former study were grown 
by MBE at a temperature of:::::: 750 oc on SiC and sapphire substrates. The or­
dering in the films was inferred from the superlattice (SL) lines of the (0001), 
(0003), and (0005) diffraction [87]. These lines are forbidden reflections in 
WZ structure and appear as SL lines only when lattice ordering exists. The 
intensity ratio of the SL line to the allowed (0002) line of the WZ structure 
is thus a measure of the extent of the order. The X-ray analysis of Korakakis 
indicated a long-range order; the relative intensity of SL lines was found to 
be strong. In contrast to these results the AlGaN films, which were grown 
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Fig. 7.27. The LO and TO mode behavior of ZB-A!GaN [15] 

via MOCVD at the elevated temperature range ~ 1100 oc and which have 

been investigated by Bergman et al., were found to exhibit a much smaller 

intensity ratio thus implying a disordered state of the alloy [88). The differ­

ent order states found in both studies may be attributed to the temperature 

employed in growth, since it has been demonstrated that the achievement 

of an ordered alloy in some families of ternary tetrahedral semiconductors is 

a function of the growth temperature [89}. 
The influence of the disorder on theE~ Raman mode of the AlxGa1-xN 

MOCVD films in the composition range 0 < x < 1 has been investigated as 

well by Bergman et al. [88]. Figure 7.28 presents the Raman spectra of theE~ 

mode at various alloy compositions; it is shown that the spectral lines exhibit 

asymmetric broadening toward the higher frequency range. The asymmetry 

of the Ei lines was explained in light of the spatial correlation model [90-92]. 

The foundation of the model lies in the wave vector uncertainty: t!.q = 271' / L. 
In that relation t!.q is the phonon wavevector range; this range is due to the 

relaxation of the q = 0 Raman selection rules caused by the disorder. The 

parameter L may be regarded as the size of the embedded ordered domain in 

the disordered matrix: thus the larger the disorder, the smaller the ordered 
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domain. The model may be expressed as [90-92] 

(7.16) 

In this relation Fo is the linewidth of the bulk alloy of composition x = 0 
and w(q) is the phonon dispersion curve. Few and to some extent conflicting 
theoretical predictions of the dispersion relation in the III-V nitrides semi­
conductors have been reported [75,76,93-99]. Moreover, due to the lack of 
experimental results no consensus has been reached regarding the phonon 
dispersion relations in these materials. In order to fit the Raman data to the 
model, the authors in (88) assumed an averaged value of w(q) of the form 
A+ Bq2 (in units of cm-1 and with A = 568 and B = 100). As can be 
seen in Fig. 7.28, the Raman data for the x = 0.12 and x = 0.22 can be fit 
with this model (represented by the solid lines), albeit with different values 
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for r. These fits suggest that the extent of the q = 0 relaxation is correlated 
with the AI composition (88]. Figure 7.29 shows theE~ Raman linewidth as 
a function of composition; a maximum is observed at composition x ~ 0.5, 
a value at which maximum disorder would be expected in a random alloy. 

7.8 Concluding Remarks 

The Raman effect arises from the interaction of light with matter; as such, 
Raman spectroscopy is a nondestructive and powerful tool in the study of 
lattice dynamics. The various investigations reviewed here demonstrate the 
utility of Raman spectroscopy in characterizing the material properties of 
the III-V nitrides. Although significant progress has been made many issues 
are still in the initial stages of research. The cubic phases, the InN and its 
alloy system, and the deconvolution of the combined phonon dynamics effect 
on the alloy Raman spectra merit closer investigation. Moreover, the topic 
of Raman spectroscopy of phonon-interfaces and phonon-superlattices needs 
to be addressed. The successful investigation of many of the above issues is 
contingent on advances in material quality of the wide band-gap semicon­
ductors. 
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8 Raman Scattering in Fullerenes 
and Related Carbon-Based Materials 

M.S. Dresselhaus, M.A. Pimenta, P.C. Eklund, and G. Dresselhaus 

Abstract. The application of Raman spectroscopy to the characterization 
and study of the physical properties of fullerenes and related carbon-based 
materials is reviewed. Carbon can exhibit different arrangements in the solid 
state, such as the well known graphite and diamond structures, as well as 
the more recently discovered structures based on fullerenes and carbon nan­
otubes. Each one of these structural arrangements exhibits a characteristic 
Raman spectrum. The classification of the vibrational modes and their char­
acteristic Raman spectra are presented for these different forms of carbon. 
The effect on the characteristic Raman spectra of various perturbations, such 
as disorder, doping, and variation of temperature and pressure, is reviewed. 
Since some of these structures exhibit electronic interband separations close 
to the energy of the exciting photons, the resonant behavior of the various 
Raman spectra is also discussed. 

Raman scattering is a very useful spectroscopic technique for the study and 
identification of the various forms of carbons. [1-4] The many ways in which 
carbon-carbon bonding may take place to form molecular and crystalline 
structures is remarkable, especially in comparison to other elements in the 
periodic table. In the case of a single crystal diamond, the carbon atoms 
are bonded to their neighbors by strong covalent sp3 bonds, forming a cubic 
structure belonging to the OI (Fd3m) space group. The diamond crystal 
has only one triply-degenerate optical mode at the center of the Brillouin 
zone (T29 symmetry), which appears in the Raman spectrum as a sharp 
line at 1332 cm- 1 [5] (see Fig. 8.1). Increasing the laser excitation energy to 
above 3.0 eV reduces the luminescent background, allowing clear observation 
of the second-order diamond Raman lines [9]. No resonant enhancement of 
the diamond lines nor shift in frequency has been observed for laser excitation 
energies from 2.4 to 4.8eV, consistent with the bandgap energy of diamond 
(5.5 eV) [9]. 

Under ambient conditions, the graphite structure with strong in-plane 
sp2 bonding is the most stable phase, and the crystalline structure belongs 
to the Dcih (P63jmmc) hexagonal space group. Graphite is a semimetal with 
an overlap of the valence and conduction bands of about 40 meV at 300 K. 
The graphite crystal exhibits two Raman-active modes. The most prominent 

W. H. Weber et al. (eds.), Raman Scattering in Materials Science
© Springer-Verlag Berlin Heidelberg 2000
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feature in the Raman spectrum is the E292 mode at 1582 cm-1, and under 
special conditions, the E291 mode at 42cm-1 can be observed. 

In addition, carbon can bond in linear carbyne chains, forming either an 
alternating polyyne sequence of single and triple bonds [10], or a cumulene 
chain of double bonds, with the polyyne sequence having lower energy, being 
stabilized by the Peierls distortion [7]. The characteristic Raman feature asso­
ciated with the polyyne structure is a simple fully symmetric breathing mode 
at,...., 2150cm-1 in the first-order Raman spectrum [7,11,12]. The polyyne line 
at,...., 2150cm-1 is highly dispersive, showing an upshift with laser excitation 
energy of 60cm-1 jeV [11]. Unlike the sharp Raman features for the sp2 and 
sp3 bonded carbon, the Raman polyyne line is quite broad, and this large 
linewidth is attributed to the large distribution of chain lengths (8-14 sp 
bonds) in a typical polyyne sample. Since the bonding for each type of car­
bon is different, so are the force constants and vibrational frequencies. The 
strongest bond is the sp bond, which corresponds to the highest vibrational 
frequency (see Fig. 8.1). 

Fullerenes and nanotubes are carbon molecular solids based on a rolled-up 
single sheet of graphite, with approximately spherical and cylindrical shapes, 
respectively. Fullerenes form a molecular crystalline solid with an optical ab-
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Fig. 8.1. Characteristic Raman spectra for the various carbon-based materials: 
carbyne (sp bonded carbon), graphite (sp2 bonded carbon), disordered sp2 bonded 
graphite, fullerene C6o, carbon nanotubes, and diamond (sp3 bonded carbon) [6-8) 
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sorption edge at"' 1.7eV, while single-wall carbon nanotubes can be either 
semiconducting or metallic depending on their symmetry [3]. The Raman 
spectra of these two new forms of carbons are very rich compared to diamond 
and graphite (as shown in Fig. 8.1), and exhibit a number of modes associ­
ated with the intra-molecular vibrations of the various carbon atoms in these 
structures. Inter-molecular vibrations are also observed in some cases. The 
intra-molecular vibrations with predominantly tangential character are de­
rived from the E292 graphitic mode and occur at higher frequencies, whereas 
the intra-molecular vibrations of radial character and the inter-molecular 
modes appear at lower frequencies. 

Raman spectroscopy is also a particularly useful technique for the char­
acterization of disorder in carbon-based materials. The analysis of specific 
features in the Raman spectra provides a way to estimate the crystallite sizes 
in disordered carbons [2]. Disordered sp2 carbon gives rise to a strong Ra­
man band in the vicinity of"' 1350cm-1 at a laser excitation wavelength of 
488nm, an example of which is shown in Fig. 8.1 for the case of activated 
charcoal. The technique is a very sensitive probe for small amounts of sp2 

bonding in diamond films because of the much larger Raman cross section for 
the sp2 graphite vibrations relative to the sp3 diamond-like vibrations [13]. 
Disordered diamond shows a disorder-induced peak in the 1200-1300cm-1 

range, as expected from the phonon density of states [14]. Typical sp bonded 
carbon samples also show an asymmetrical broadened feature, extending from 
1000-1600cm-1 and identified with additional highly disordered sp2 and sp3 

bonded carbon atoms. 
This review of Raman spectroscopy in carbon-based systems focuses on 

graphite-related materials (Sect. 8.1), carbon fullerenes (Sect. 8.2) and nan­
otubes (Sect. 8.3) because of the large research activity on these topics in 
recent years. Special attention is given to some of the newer topics that have 
not been previously reviewed [7,15,16], such as the dispersion of the disorder­
induced D-bands of sp2 carbon, resonant Raman effects in carbon nanotubes, 
and charge transfer effects in doped carbon nanotubes. 

8.1 Graphite Related Materials 

The crystal structure of graphite consists of layers in which the carbon atoms 
are arranged in a honeycomb network. Figure 8.2 shows the structure of the 
two-dimensional (2D) graphene sheet (which is a single atomic layer of 3D 
crystalline graphite normal to the hexagonal axis), together with the corre­
sponding 2D Brillouin zone. There are two distinct atoms A and B per unit 
cell on a two-dimensional (2D) graphene sheet. In 3D graphite, the graphene 
layers are stacked with two inequivalent layers per primitive unit cell, so that 
the 3D unit cell contains 4 distinct carbon atoms as shown in Fig. 8.3 [18], 
and the crystal structure belongs to the Dcih (P63jmmc) hexagonal space 
group. The small in-plane nearest-neighbor separation of 1.421 A gives rise to 
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(a) (b) 

a2 

Fig. 8.2. (a) The unit cell and (b) Brillouin zone of a two-dimensional graphene 
layer are shown as the dotted rhombus and the shaded hexagon, respectively. ai, 
and bi, (i = 1, 2) are, respectively, unit vectors in real and reciprocal space. Phonon 
dispersion relations are obtained along the perimeter of the dotted triangle connect­
ing the high symmetry points, r, K and M. At the K point in the Brillouin zone, 
the electronic energy bands of a 2D graphene layer are degenerate at the Fermi 
level because of symmetry, thereby forming a zero-gap semiconductor [4] 

very strong in-plane bonding, and the large inter layer separation of 3.35 A is 
consistent with very weak binding between the adjacent graphene layers. The 
high crystalline anisotropy of graphite accounts for many of its interesting 
physical properties. 

8.1.1 Single Crystal Graphite and 2D Graphene Layers 

Using the crystal symmetry of the graphite lattice, numerous calculations of 
the phonon dispersion curves for graphite have been carried out [17], both 
from first principles and from a phenomenological standpoint using a Born­
von Karman model [1,17]. Because of the weak coupling between graphene 
layers, the phonon dispersion relations in 2D graphene layers and in 3D graph­
ite are quite similar. An updated version of the phonon dispersion relations 
and the phonon density of states derived for 3D graphite, but relevant to 
the high symmetry directions for a 2D graphene layer, are given in Fig. 8.4. 
A listing of the graphite force constants up through fourth nearest neighbors, 
used in calculations of the phonon dispersion relations and phonon density 
of states (DOS), is given in [19]. 

From the symmetry properties of the point group D6h, the zone-center 
optic phonon modes (at k = 0) for 3D graphite can be decomposed into the 
following irreducible representations 

(8.1) 

Of these irreducible representations, only the E29 modes are Raman active, 
the E1u and A2u being infrared active, and the B 19 modes being optically 
inactive. The atomic displacements corresponding to these normal modes are 
shown in Fig. 8.3. The E 291 mode corresponds to in-plane rigid layer shear 
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Btg, 
Fig. 8.3. Normal mode atomic displacements for the zone-center (k = 0) optical 
modes for 3D graphite. For the in-plane modes (E1u (1587cm- 1 ), E291 (42cm- 1 ), 

and E 292 , (1582 cm- 1 )] only one of the degenerate pair of modes is shown. The c-axis 
modes [A2u (868cm- 1 ), B1 91 (127cm- 1 ), B192 ("-' 870cm- 1 )] are non-degenerate. 
The zero frequency acoustic modes (E1u., A2u.) correspond to rigid translations of 
the lattice and are not shown [17] 

displacements which occur at a very low frequency ( 42 em - 1) because adja­
cent layers are rigidly displaced with respect to each other against the weak 
interlayer restoring force. The E291 mode feature is not usually displayed 
in typical Raman spectra for graphite samples because of its weak intensity 
and low frequency. On the other hand, the E 292 mode represents in-plane 
displacements that occur at a high frequency (1582 cm- 1) because the neigh­
boring atoms in each of the layer planes are displaced with respect to each 
other against a strong in-plane restoring force. 

The first-order Raman spectrum of a large single crystal of graphite is 
thus usually displayed as a single high-frequency band at 1582 cm-1 , the so­
called G-band corresponding to the Raman-allowed E292 mode [21,22], as 
shown in Fig. 8.1 for highly oriented pyrolytic graphite (HOPG), the syn­
thetic carbon material [23] commonly used for approximating the properties 
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Fig. 8.4. (a) The phonon dispersion curves for a graphene layer, plotted along high 
symmetry directions [19]. (b) The corresponding DOS vs energy for phonon modes 
in units of states/C-atom/cm- 1 x 10-2 [20] 

of single-crystal graphite. The Raman-active E292 mode can be observed in 
the (x, x), (y, y), and (x, y) back-scattering configurations, where the polar­
ization directions x and y are in the layer planes. 

8.1.2 Raman Spectra of Disordered sp2 Carbons 

Raman spectroscopy provides a very powerful tool for investigating perturba­
tions that break the translational symmetry in crystals. The introduction of 
lattice disorder (or the reduction in crystallite size) relaxes the selection rule 
regarding the conservation of crystal momentum, so that phonons throughout 
the Brillouin zone may contribute to Raman scattering in accordance with the 
magnitude of the symmetry-breaking perturbation. In the case of graphitic 
materials, a modest amount of disorder gives rise to a new Raman band, 
which is not present in the Raman spectrum of single crystal graphite [21]. 
This so-called disorder-induced band, or D-band, occurs at about 1350cm-1 

for a laser excitation wavelength (h) of 488nm, and the ratio of the in­
tegrated intensities of the D-band to the symmetry-allowed G-band (E292 

mode) at ~ 1582 em -l is commonly used to characterize different kinds of 
disordered sp2 carbon (17], such as carbon fibers, glassy carbon carbon blacks 
pregraphitic carbons and ion-implanted carbons 

As an example of the D-band and the G-band, we show in Fig. 8.5 the 
first-order Raman spectra for benzene-derived carbon fibers heat treated to 
various temperatures THT [24]. By varying the heat treatment temperature 
THT, vapor grown carbon fibers can be used as a model system for studying 
the Raman spectra as a function of disorder. Here the dominant features 
are the Raman-allowed line at 1582cm-1 (G-band) and the disorder-induced 
band at~ 1350cm-1 (D-band). In addition, a small disorder-induced feature 
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Fig. 8.5. First-order Raman spectra for Benzene-derived carbon fibers heat treated 
at various temperatures (THT ). As THT is increased, the intensity of the disorder­
induced line at "' 1350 em - 1 decreases, and the linewidth of the Raman-allowed 
line decreases. At the highest THT of 2900 ° C the line at "' 1350 em - 1 can barely be 
detected. Solid lines represent a Lorentzian fit to the experimental points. Dashed 
lines represent a Lorentzian fit to a line at rv 1620 em -l [24) 
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near R:i 1620cm-1 is seen in some of the traces. This feature is identified with 
the high phonon density of states for mid-zone phonons near the maximum 
optic phonon frequency (Fig. 8.4). 

As the heat treatment temperature THT is increased, the intensity and 
linewidth of the disorder-induced D-band decreases, and the linewidth of 
the G-band also decreases, typical of the increasing structural order asso­
ciated with heat treatment in the graphitization process [13,21,24-26). Fig­
ure 8.6 illustrates a plot of the the ratio of the integrated Raman intensities 
of the disorder-induced peak at "' 1350cm-1 to the Raman-allowed peak 
at "' 1582cm-1 (R = ID/ Ic) vs. THT for the benzene-derived fibers [24}, 
showing the decrease in the intensity ratio R with increasing THT· 

Tuinstra and Koenig [21} were the first to relate the intensity ratio R = 
ID J Ic to the in-plane crystallite size La which is typically determined from X­
ray diffraction measurements [21}, so that La vs. THT is also plotted in Fig. 8.6 
(see right hand scale). Knight and White [2) have investigated several different 
carbon materials and have shown the linear dependence of La on R- 1 

(8.2) 

to hold approximately over the extended range 25 < La < 3000 A, and the 
relation is valid for laser excitation wavelengths near 514.5 nm. 
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Fig. 8.6. Plot of the intensity ratio of the disorder-induced D band at "' 1350 em -l 
to the symmetry-allowed G band (E292 mode) at"' 1582cm-1 vs. heat-treatment 
temperature (THT) for benzene-derived carbon fibers. On the right scale, the inten­
sity ratio R = h3so/ hss2 is related to the crystallite size La (21,24] 
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The correlation between R and La makes Raman spectroscopy a powerful 
tool for characterizing the amount of structural order in small graphite crys­
tallites, in polycrystalline graphite and in graphites with random disorder, 
and (8.2) has been commonly (and often incorrectly) used to estimate the 
crystallite size in disordered graphites. However, it must be emphasized that 
the ratio R = Iv/ Ia is very sensitive to the resonant Raman effect, and there­
fore (8.2) can only be used over a narrow range of laser excitation energies 
EL. As an example, Fig. 8. 7 shows the Raman spectra of polyparaphenylene 
(PPP) heat treated to a temperature of 2400 oc [28] for three different laser 
excitation energies. This material consists of short graphene ribbons that are 
stacked with interplanar correlation lengths of only a few layers, based on X­
ray diffraction data [29]. Note in Fig. 8.7 that for the same sample the ratio 
of the intensities of the D and G-bands (R = Iv/Ic) depends significantly 
on the value of EL used to measure the Raman spectrum. In particular, R 
increases for decreasing laser excitation energies (or for increasing laser wave­
lengths), due to the resonant enhancement of the disorder-induced D-band 
(Fig. 8.8). 

The laser wavelength (energy) dependence of R has led to a misinterpre­
tation [30] of the empirical formula, La= C(Iv/Ic)- 1 where C = 44A., as 
in (8.2). This value of the prefactor C is only applicable near AL = 514.5 nm, 
since C must depend on AL to accommodate for a Avdependent intensity 
ratio R(h) = Iv/ Ia. To estimate the appropriate C(AL) for a given wave­
length AL, we use the observation that for PPP-2400 and for all other avail­
able data on glassy carbons [31,32] and carbon blacks [33] heat-treated above 

1300 1400 1500 1000 1700 

Raman ahlft (em ') 

Fig. 8. 7. Raman spectrum of PPP-2400 (poly(paraphenylene) heat-treated to 
2400°C) obtained with laser excitation energies 1.92eV (647nm), 2.41eV 
(514.5 nm) and 2.71 eV (457.9 nm). The inset shows the displacement of the carbon 
atoms corresponding to the vibrational mode at the K point of the optic phonon 
branch, shown as heavy lines in Fig. 8.8 [27] 
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Fig. 8.8. Electronic energy bands of 2D 
graphite (top) [4,19). Phonon dispersion 
curves of 2D graphite (bottom) [4,19). 
Both the phonon branch that is strongly 
coupled to electronic bands in the opti­
cal excitation, and the electronic bands 
near the Fermi level (E = 0) that are lin­
ear in k are denoted by heavy lines. The 
slope for the low frequency TA phonon 
branch is also denoted by heavy lines 

2000 °C, R is linear in AL in the range 400 < AL < 700 nm, so that we can 
write R(AL) ~ R 0 + ALR1 . We can then evaluate C(AL) in the linear regime 
as C(AL) ~ Co + ALCl> where Co and C1 were, respectively, estimated to 
be Co = -126A and cl = 0.033, for AL given in A, using R(AL) data for 
PPP-2400. This empirical expression is accurate to about 10%. In the gen­
eral case, a calibration of ID /I a vs. crystallite size La (from X-ray data) is 
needed when using other conventional laser lines, such as the 633 nm-line of 
the He-Ne laser or the 647nm-line of the Kr ion laser. 

We note in Fig. 8. 7 that the peak frequency of the D-band also depends 
on the laser wavelength AL (or on the laser energy EL)· This is another char­
acteristic feature of the resonant behavior of the Raman D-band in carbon 
materials. Vidano et al. [34] were the first to perform a systematic investiga­
tion of the Raman spectra of different kinds of carbon materials by varying 
the laser excitation energy EL, and they observed that the frequency of this 
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D-band upshifts rapidly with increasing EL. The same kind of dispersion 
was observed for the second-order G'-band around 2700cm- 1 , which is the 
overtone or second harmonic of the D-band frequency. This phenomenon oc­
curs, in fact, in different kinds of carbon materials, such as graphon carbon 
black [33), hydrogenated amorphous carbon [35], glassy carbon and disor­
dered crystalline graphite [31,32,34), multi-component carbon films [36], and 
carbon nanotubes [37,38). 

In Fig. 8.9 we plot the laser energy (EL) dependence of the frequen­
cies of the D-band for PPP-2400 [27) and for glassy carbon [32]. The D­
band frequency w vs. EL data can be well fit by straight lines, and the 
slopes 8wj8EL are the same, 8wj8EL ~ 50cm-1 jeV, for the two sp2 car­
bon materials shown in Fig. 8.9. The corresponding results for the second­
order G'-band around 2700cm-1 are also plotted in Fig. 8.9 for PPP-2400, 
glassy carbon [32] and graphite. The fitting parameters of the linear regres­
sion for the second-order G' -band show that the slopes for all three samples 
are the same (8wj8EL ~ lOOcm-1 /eV), and are approximately two times the 
slope 8wj8EL for the D-band, as would be expected since this second-order 
G' -band is the second-harmonic of the D-band. It is interesting to note that 
although single crystal graphite has no D-band, it does have a G' -band very 
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Fig. 8.9. Dependence of the frequencies of the D-band and the second-order 
G'-band on laser energy (EL) for PPP-2400 and glassy carbon [32). Measurements 
on crystalline graphite (HOPG) are included for the second-order Raman band 
WG' = 2wv [28) 
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similar to that of the disordered carbons, and this G' -band is due to second­
order scattering. This result shows that the dispersion of the D and G' -bands 
is an intrinsic property of the crystalline graphite lattice. The variation in 
the D and G' -band frequencies obtained with the same laser energy for the 
different carbon materials is ascribed to the slightly greater force constants 
for more well-ordered carbons. Therefore, the frequency of the second-order 
G' band for crystalline graphite is the highest among all carbon materials, as 
confirmed experimentally in Fig. 8.9. 

Some authors [9] had previously attributed the dispersion effect to the se­
lective sampling of different sized carbon clusters. However, this selective sam­
pling model cannot explain, in the limit of large crystallites (La -+ oo), the 
dispersion of the second-order G'-band observed experimentally for ideal sin­
gle crystal graphite, which shows no disorder-induced scattering. The D-band 
dispersion effect was recently explained by considering a selective coupling 
between phonons and electronic states having the same magnitude of the 
wave vector [27,31,39]. 

Figure 8.8 shows dispersion curves for the electronic energy bands (top) 
[4,19] and for the phonons (bottom) of 2D graphite [4,19]. In the upper part 
of Fig. 8.8 we see that electronic transitions between the 1r and n* electronic 
states with energies corresponding to visible photons only occur in the vicinity 
of the K point in the Brillouin zone (BZ). Because of the linear k dispersion 
of the 1r and n* bands near the K point, the energy difference LlE between 
the valence and conduction bands can be written as 

(8.3) 

where Llk is the distance between a given k point within the BZ and the 
K point (Llk = kK - k), while "Yo ,...., 3.0eV is the nearest-neighbor C-C 
overlap energy and a0 is the in-plane graphite lattice constant (2.46A). The 
phonons that are associated with the D-band are those that have wavevec­
tors Llq with the same magnitude as the wave-vectors Llk of the electronic 
transitions that are in resonance with the laser energy (see dashed line in 
Fig. 8.8). Therefore, the resonance Raman condition can be written as EL = 
LlE(Llk) = v'3aoroLlq, and we can convert the experimental value for the 
slope (ow joEL) of thew vs. EL plot of Fig. 8.9 (ow joEL~ 50cm-1 jeV) to 
relate ow/ oEL to the slope of the D-band phonon dispersion in a w vs. Llq 
plot as 

ow In ow 2 -1 
oLlq = v 3ao"Yo oEL ~ 650Acm . (8.4) 

The strong coupling of the light to the phonon branch associated with the 
D-band (shown as a heavy line in the phonon dispersion curves in Fig. 8.8) 
is due to the fact that the displacements of the atoms corresponding to the 
vibrational mode at the K point of this particular branch have a breathing­
mode type behavior (see the inset of Fig. 8.7). In general, the modes which 
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most strongly modulate the polarizability, and therefore have the largest 
Raman cross-sections, are of a symmetric breathing type. 

The transverse acoustic (TA) phonon branch near w = 0 and q = 0 in 
Fig. 8.8 is also represented by a heavy line. The group velocity VTA of this 
acoustic phonon in the long wavelength limit is VTA = 1.23 x 104 m/s = 

650 A em - 1 [ 40], which is very close to the value of fJw /f) Jj_q shown in ( 8.4) . 
This important result shows that the highly dispersive nature of the D and 
G'-bands is due to the coupling at the K point between the optic branch 
associated with these Raman bands and the transverse acoustic branch. The 
contributions from all the phonons around the K-point explain why the D 
and G' Raman bands tend to be broader than the T-point E 292 graphitic 
phonon band around 1582 em - 1 . 

8.2 Introduction to Fullerene Materials 

This section reviews vibrational modes of fullerene molecules and related 
materials, emphasizing the unusual aspects of Raman scattering in these re­
markable materials. The fullerene molecule is the fundamental building block 
of the crystalline phase [3), which is held together by weaker van der Waals 
forces that couple the fullerene molecules to each other. As a result, many of 
the properties of fullerene-related materials, including their Raman spectra, 
are closely connected with the molecular properties of isolated fullerenes. 

The name of ''fullerene" was given by Kroto and Smalley to the family 
of closed shell cage carbon molecules, consisting of 12 pentagonal rings and 
a variable number of hexagonal rings, (see Fig. 8.10) [41]. The more stable 
fullerenes obey the isolated pentagon rule, which states that pentagons should 
not be adjacent to each other, and this rule is based on stability arguments. 
The most stable and abundant fullerene is C60 and the next most common (or 
abundant) is C70 which can be visualized by inserting five hexagons around 
the equatorial belt of C60 normal to a 5-fold axis [see Figs. 8.10(a) and (b)]. 
Because of their different structures and symmetries, C60 , C70 and each of the 
higher mass fullerene [such as the two isomers of C80 shown in Figs. 8.10(c) 
and (d)] would be expected to show a unique and distinct Raman spectrum. 
The early demonstration of the 10-line first-order Raman spectrum of C60 [42] 
provided verification for the structural identification of the C60 molecule with 
icosahedral symmetry. Various dopants can be intercalated into crystalline 
C6o to a number of possible stoichiometries [3]. These dopants greatly modify 
the electronic properties of the host crystal depending on the dopant species 
and doping concentration. For the case of alkali metal dopants M3C60 (where 
M = K, Rb) a conducting material with a relatively high superconducting 
transition temperature Tc is obtained [43], the highest being Tc rv 40 K in 
Cs3C5o under a pressure of 12 kbar [44]. Other ordered solid state structures 
based on these dopants are possible (e.g., M4C5o and M6C6o). 
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(a) 

(c) 

Fig. 8.10. (a) The icosahedral soccer-ball shaped C6o molecule. (b) The rugby 
ball-shaped C1o molecule (Dsh symmetry). (c) a Cso isomer, which is an extended 
rugby ball (Dsd symmetry) . (d) a C80 isomer, which is also a truncated icosahedron 
(h symmetry) [3) 

8.2.1 Mode Classification in Fullerene Molecules 

The weak inter-molecular force leads to a molecular orientational ordering 
temperature (To1 rv 260 K), above which the C6o molecules are freely ro­
tating about their lattice positions. Consistent with the disparity between 
the strength of the inter- and intra-molecular bonds, the vibrational modes 
of solid C6o are divided into inter-molecular vibrations (or lattice modes) 
and intra-molecular vibrations (or simply "molecular" modes). The inter­
molecular modes can be further divided into three subclasses: acoustic, op­
tical, and librational modes, and occur at low frequencies (see Fig. 8.11). 
For doped C6o a new subclass of inter-molecular modes is introduced involv­
ing the relative motion of the cation (M+) sublattice with respect to the 
fullerene molecular anion sublattice, shown in Fig. 8.1l(c). Although sev­
eral measurements [46-48) and calculations [42,49-52) of the inter-molecular 
fullerene modes have been made, most of the emphasis has been given to the 
intra-molecular vibrational modes. 

The schematic picture in Fig. 8.11 is generally valid for all doped and 
undoped crystalline fullerene solids. The librational (a) modes lie lowest in 
frequency (10-30cm- 1), followed by the inter-molecular optic (b) modes 
involving relative motion between neutral C60 molecules or c;; anions 
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Fig. 8.11. Schematic phonon DOS (solid curve) for the various classes of vibrations 
in M3 C60 compounds (shown at the top) . At lower frequencies, the compounds ex­
hibit librational modes of individual C6o molecules (a), inter-molecular modes (b), 
and optic modes between C6o anions and dopant species (c). At higher frequen­
cies (above"" 270cm- 1 ) , the intra-molecular modes are dominant and follow the 
schematic vibrational density of states shown in the figure. These "intra-molecular" 
modes have predominantly radial character (d) at lower frequencies ( w < 700 em - l) 
(for example the Hg(l) mode) and at higher frequencies (w > 700cm- 1 ) the mode 
displacements have predominantly a tangential character (e) [for example, the 
Hg(7) mode) (45) 

(30-60cm-1 ), then the optic modes (c) involving relative motion between 
the C~0 anions and theM+ cations (50-120cm-1), and finally the C6o intra­
molecular or "molecular" (d, e) modes (270-1700cm- 1 ), which involve rela­
tive C atom displacements on a single molecule or anion. The two broad bands 
schematically represent the lower frequency modes with predominantly radial 
displacements and the higher frequency modes with predominantly tangen­
tial displacements. As discussed below, these two broad density of states 
bands actually refer to 46 distinct molecular vibration frequencies . Some of 
the first-order intra-molecular modes have vibrational quanta as large as 0.1 
to 0.2eV (800-1600cm-1), which is significant when compared to the very 
small electronic bandwidths ("" 0.5 eV) for energy bands of crystalline C60 

located near the Fermi level (3]. 
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8.2.2 C 6 o Intra-Molecular Modes 

Despite the large number of degrees of freedom (60 x 3 = 180) for an iso­
lated C60 molecule, its high icosahedral (h) symmetry results in a relatively 
simple Raman spectrum. After subtracting the six degrees of freedom cor­
responding to three translations and three rotations, we get 174 vibrational 
degrees of freedom for the C60 molecule. Standard group theoretical methods 
[53- 55) yield 46 distinct intra-molecular mode frequencies with the following 
symmetries for an isolated C6o molecule 

Fmoi = 2A9 + 3Flg + 4F29 + 6G9 + 8Hg +Au+ 4Flu 

+ 5F2u + 6Gu + 7Hu, (8.5) 

where the subscripts g (gerade) and u (ungerade) refer to the symmetry of 
the eigenvector under the action of the inversion operator, and the symme­
try labels (e.g., F1 , H) refer to irreducible representations of the icosahedral 
symmetry group (h) [3) . The degeneracy for each mode symmetry (given 
in parentheses) also follows from group theory: A9 (1) Au(1) ; F19 (3), F29 (3), 
F1u(3), F2u(3); G9 (4), Gu(4); and H9 (5), Hu(5). Group theory, furthermore, 
indicates that 10 of the 46 mode frequencies are Raman-active (2A9 + 8H9 ) 

in first-order, 4 are infrared (IR)-active (4F1u) , and the remaining 32 are op­
tically silent. Experimental values for all of the 46 distinct mode frequencies, 
determined by first- and second-order Raman [56) and IR [57) spectroscopic 
features, are displayed in Table8.1 [57J, where the mode frequencies are iden­
tified with their appropriate symmetries and are listed in order of increasing 
vibrational frequency for each symmetry type. 

The carbon atom displacements for the two nondegenerate A9 mode are 
shown in Fig. 8.12 and the corresponding eigenvectors for the 8 Raman­
active mode of H9 symmetry [61) are found in [3). The A9 (1) "breathing" 

Fig. 8.12. Schematic diagram of the normal mode displacements for the radial 
breathing mode A 9 1 shown on the left and the pentagonal pinch mode A 9 2 shown 
on the right [3J 
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Table 8.1. Experimental determination of intra-molecular vibrational frequencies 
of the C6o molecule and their symmetriesa 

Even-parity Odd-parity 

Wi('R) Frequency (em -I) w,('R) Frequency (em- 1) 
opticalb tunnelingc opticalb tunnelingc 

Wt(Ag) 497.5 484 WI(Au) 1143.0 1145 

wz(A9 ) 1470.0 1476 
Wt(Hu) 526.5 532 

WI(Hg) 502.0 508 W2(Ftu) 575.8 589 

wz(H9 ) 975.5 984 W3(Hu) 1182.9 1186 

W3(Hg) 1357.5 W4(F1u) 1429.2 1420 

Wt(Fz9 ) 566.5 573 Wt (Fz,) 355.5 339 

wz(Fz9 ) 865.0 871 wz(Fzu) 680.0 653 

W3(Fz9 ) 914.0 895 W3(Fzu) 1026.0 1024 

W4(Fz9 ) 1360.0 W4(Fzu) 1201.0 1202 

W5(Fzu) 1576.5 

WI (Gg) 486.0 460 

wz(G9 ) 621.0 637 Wt(G,) 399.5 387 

W3(Gg) 806.0 wz(Gu) 760.0 750 

W4(Gg) 1075.5 1065 W3(Gu) 924.0 936 

W5(Gg) 1356.0 1355 W4(G,) 970.0 960 

W6(Gg) 1524.5d 1525 W5(Gu) 1310.0 1299 

W6(Gu) 1446.0 

Wt(H9 ) 273.0 266 

wz(H9 ) 432.5 428 Wt(H,) 342.5 290 

W3(H9 ) 711.0 710 wz(H,) 563.0 557 

W4(Hg) 775.0 774 W3(H,) 696.0 678 

ws(H9 ) 1101.0 1089 W4(Hu) 801.0 799 

W6(H9 ) 1251.0 1250 W5(H,) 1117.0 1129 

w1(H9 ) 1426.5 1420 W6(Hu) 1385.0 1396 

ws(H9 ) 1577.5 1589 W7(Hu) 1559.0 1557 

a Present status of mode frequency determination. 
hOptical mode frequencies are derived from a fit to first-order and higher-order 
Raman [56) and IR spectra, [57]. The Raman-active modes have A 9 and H9 

symmetry and theIR-active modes have H, symmetries. The remaining 32 modes 

are optically silent. 
cTunneling mode frequencies are from analysis of the inelastic electron tunneling 
spectroscopy experiments [58,59]. 
dlnterpretation of an isotopically-induced line in the Raman spectra suggests that 
this mode should be at 1490cm-1 [60]. 
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mode (492cm-1 ) involves identical radial displacements for all 60 carbon 
atoms, whereas the higher-frequency A9 (2) mode, or "pentagonal pinch" mode 
(1469cm- 1 ), involves tangential displacements, with a contraction of the pen­
tagonal rings and a corresponding expansion of the hexagonal rings operative 
for one set of displacements. The eigenvector displacements for the 8 five­
fold-degenerate H 9 modes are much more complex and span the frequency 
range from 273 [H9 (1)] to 1578cm-1 [H9 (8)]. The ten Raman-active mode 
frequencies can be seen in the experimental Raman spectrum shown in the 
top trace of Fig. 8.13 for a vacuum-deposited film of polycrystalline C6o 
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Fig. 8.13. Unpolarized Raman spectra (T = 300 K) for solid C6o, and alkali metal 
doped K3C6o, Rb3C6o, Na6C6o, K6C6o, Rb6C6o and Cs6C6o [47,62]. The tangential 
and radial modes of A9 symmetry are identified, as are the features associated with 
the Si substrate 
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(42,47,48,53,62-64]. In Table 8.1 we list the frequencies of the Raman-active 
A9 and H 9 modes as measured experimentally. 

Since the interactions between C6o molecules in the solid state are weak, 
the vibrational spectra in gas (65], solid (53,66], and solution phases (66], are 
very similar and crystal field effects are small. At room temperature, the C60 

molecules are rotating rapidly, at a frequency which is low compared with 
the intra-molecular vibrational frequencies (10-40 cm-1 ). Therefore, the C60 

molecules in the crystalline phase at room temperature are orientationally 
disordered. 

8.2.3 Higher-Order Raman Modes in Cao 

Because of the highly molecular nature of fullerene crystals, Raman scatter­
ing measurements on a C6o film show a well-resolved second-order Raman 
spectrum (see Fig. 8.14) (56], which is very unusual for a crystalline solid. 
From group theoretical considerations, the expected number of second-order 
Raman lines with A9 and H9 symmetry is very large for the icosahedral 
C6o molecule (56], consistent with the experimental results in Fig. 8.14. The 
second-order Raman spectra include both overtones (i.e., integral multiples 
of the modes in Table 8.1) and combination modes (i.e., sums and differences 
of the modes in this table). Using group theoretical methods (56,57], study 

500 1000 1500 2000 2500 3000 
Raman Shift (em·') 

Fig. 8.14. Raman spectra for solid C6o films (""' 7000 A thick) taken at tempera­
tures T = 523 and 20 K, showing overtones, combination modes, and modes arising 
from isotopic symmetry-breaking effects. The data were taken using 488.0 nm Ar 
laser radiation and the scale of the 523 K spectrum has been multiplied by a factor 
of 8 relative to the low temperature spectrum. From the second-order spectra the 
frequencies of many of the silent modes are obtained (56) 
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of the second-order overtones and combination modes of the Raman spectra 
along with the combination modes seen in the infrared spectra of C6o pro­
vides a powerful technique for the determination of the frequencies of the 
32 silent modes (see Table 8.1) (57,66]. The table also shows the good agree­
ment obtained for mode frequencies found by fitting the second-order Raman 
spectrum and the frequencies obtained from inelastic electron tunneling data 
[58,59], which are not subject to symmetry selection rules. 

8.2.4 Perturbations to the Raman Spectra 

Perturbations to the Raman spectra have been reported from a variety of 
origins, including temperature-dependent effects, and phase transitions, pres­
sure-dependent effects, excited state effects, isotope effects, and surface re­
lated effects [3]. Except for the onset of phase transitions associated with 
inter-molecular ordering, the temperature dependence of the Raman spectra 
of fullerenes is weak. The abrupt changes in the Raman spectrum associated 
with structural phase transitions (15,67] provide complementary information 
about the phase transitions, consistent with that provided by many other 
techniques [3]. Raman scattering provided much useful information regarding 
pressure-dependent effects [68,69], because of the compatibility with diamond 
anvil pressure cells. 

Because of the meta-stability (long lifetime of "' 50 ms at low tempera­
ture) of the lowest-lying triplet electronic state in C6o above the Fermi level, 
it is possible to observe vibrational features [70] in the Raman spectra as­
sociated with this excited state [71,72]. The mode frequency of the A 9 (2) 
pentagonal pinch mode in the excited triplet state is found to be downshifted 
relative to that for the vibration in the electronic ground state, because of 
the weaker binding and consequently reduced force constants for the excited 
state [70]. The presence of the 13C isotope (with natural abundance of 1.1 %, 
the remaining 98.9% being 12C), influences the Raman spectrum of C6o by 
lowering the molecular symmetry, thereby turning on symmetry-forbidden 
modes [3,60]. 

8.2.5 Vibrational Spectra for Phototransformed Fullerenes 

Phototransformed C60 has been identified as a perturbed polymeric structure 
with photo-induced covalent bonds formed between adjacent molecules in the 
crystal structure. Because of the symmetry lowering of the phototransformed 
fullerene phases, Raman and infrared spectroscopies provide powerful tools 
for the characterization of the phototransformation process. The overall effect 
of phototransformation on the Raman spectrum of solid C60 is the appearance 
of many more features due to symmetry lowering effects (73]. Phototransfor­
mation occurs at a moderate optical flux (> 5 W /cm2) in the visible and in 
the ultraviolet (UV) regions of the spectrum when light is incident on thin 
solid films [73]. One of the most important effects of phototransformation on 
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the Raman spectrum of C60 is the quenching of the intensity of the A 9 (2) 
pentagonal pinch mode at 1469cm-1 in pristine C60 , with a new mode ap­
pearing close by at 1458cm-1 in the phototransformed material. The shift 
of the pentagonal pinch mode to lower frequencies has been modeled us­
ing molecular dynamics (74] and the calculated frequency shifts are in good 
agreement with experiment. 

1400 1420 1440 1460 1480 1500 
Raman Shift (cm"1) 

Fig. 8.15. Raman spectra in the vicinity of the pentagonal pinch mode for a photo­
chemically polymerized C6o film (d ~ 4500 A) on a Suprasil (fused silica) substrate 
for various temperatures. The dashed curves in the bottom spectrum represent 
a Lorentzian lineshape fit to each of the Raman lines in the spectrum at 65 °C. As 
the temperature is increased, the features associated with the polymerized phase 
are quenched and the spectrum of the freely rotating molecule is obtained (75] 
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In Fig. 8.15 the Raman spectra for polymerized C60 are shown in the 
vicinity of the A9 (2) pentagonal pinch mode for various temperatures. The 
competition between the photo-induced attachment of C60 monomers to form 
oligomers and the thermal detachment process to form monomers has been 
monitored by plotting the temperature dependence of the integrated intensity 
of the 1458 em - 1 feature associated with the polymerized phase and the cor­
responding intensity of the 1469cm-1 sharp Raman line associated with the 
C6o monomer [75]. The relative intensity of these features can be explained 
in terms of rate equations for oligomer formation by the phototransformation 
process which competes with the thermal dissociation process for monomer 
formation. Detailed fits of the model to the experimental data show that the 
rate constant for polymerization is dependent on the photon flux, the temper­
ature, and the wavelength of the light. A new Raman-active mode, identified 
with a stretching of the cross-linking bonds between adjacent C60 molecules 
[75], is observed at 118 em - 1 in photo transformed C60 [73], in good agreement 
with theoretical predictions for this mode [76]. The various characteristic fea­
tures of the Raman spectra are often used to characterize phototransformed 
c60 material. 

8.2.6 Inter-Molecular Modes 

Since the C60 molecules rotate rapidly about their equilibrium positions on an 
fcc lattice above the orientational ordering temperature T01 ,....., 261 K [77], the 
orientational restoring force and libron effects are probed by Raman studies 
below T01 . The strongest Raman-active libron has a frequency of 17.6cm-1 

and upshifts by 0.52 em -l /kbar, while the next strongest spectral feature is 
at,....., 20.7cm- 1 and upshifts under pressure by 0.37cm-1/kbar [78]. 

8.2. 7 Vibrational Modes in Doped C6o-based Solids 

Since the discovery of moderately high-temperature superconductivity in the 
alkali metal (M)-doped C60 solids M3 C60 (M = K, Rb), considerable ac­
tivity has been expended to document the doping-induced changes in the 
vibrational modes of these materials and to investigate whether or not the 
superconducting pairing interaction is mediated by vibrational modes and, if 
so, by which modes, optical or acoustic. The Raman spectra for insulating 
compositions of MxC60 , such as M6C6o (see Fig. 8.13), have also been stud­
ied for comparison to the behavior of CBo itself. Also, the Raman spectra of 
M3 C60 phases have been studied to determine the strength of the electron­
phonon coupling for their A 9 and H 9 modes. 

The Raman spectra for alkali metal doped C6o has been carried out over 
a range of stoichiometries in order to study the charge transfer between the 
Mx and C60 sublattices. In fact, measurements of the alkali metal induced 
shift have been widely used to characterize the charge transfer to the fullerene 
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Fig. 8.16. Dependence of the frequencies of the A9 (1), A9 (2), and H9 (1) modes 
on the alkali metal concentration x in MxC6o, where M = Na, K, Rb, Cs. The 
frequency shifts of these Raman-active modes are plotted relative to the frequencies 
w[A9 (1)] = 493cm-I, w[A9 (2)] = 1469cm-I, and w[H9 (1)] = 270cm- 1 for C60 at 
T = 300K. A schematic of the displacements for the eigenvectors for the A9 (2) 
pentagonal pinch and H9 (1) modes are shown. All the C atom displacements for 
the A9 (1) modes are radial (see Fig. 8.12) and of equal magnitude [53,79,80) 

anion, which can then be used to estimate the alkali metal uptake in the C60 
lattice (see Fig. 8.16) [53,79,80]. 

The introduction of alkali metal dopants into the lattice also gives rise 
to low-frequency vibrational modes, whereby the alkali metal ions vibrate 
relative to the large fullerene molecules (see Fig. 8.11). The presence of alkali 
metal dopants in the lattice also influences the characteristics of the inter­
molecular modes in crystalline C6o. Because of the very heavy damping of 
the vibration between the alkali metal cation and the C~0 anion, this over­
damped mode is not directly observed by Raman scattering, but can be seen 
by pump-probe femtosecond spectroscopic techniques [81] at rv 150cm-l in 
K3C5o and Rb3C6o· 

Mode broadening in MxC6o occurs with increasing x, and this broadening 
is most pronounced near x rv 3 in the metallic phases of M3C60· However, 
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the Raman lines for x = 6 are quite narrow because it is relatively easy 
to make these samples in single phase form. The line broadening for the 
H 9 (2), H9 (7), and H9 (8) Raman-active modes for the M3C60 phases has 
been attributed to electron-phonon coupling predominantly, while for other 
H 9 modes this broadening is so great that the lines cannot be observed in the 
M3C50 spectrum [82,83]. Temperature-dependent studies of the features in 
the Raman spectra for Rb3 C6o show that the mode frequencies and linewidths 
remain unchanged across the normal-superconducting transition [83,84]. 

8.2.8 Vibrational Spectra for C 70 and Higher Fullerenes 

Except for C1o, relatively little is known about the detailed vibrational spec­
tra of the higher mass fullerenes [3]. Because of their generally lower symme­
try, their larger number of degrees of freedom, and the many possible isomers, 
little systematic experimental or theoretical study has been undertaken on the 
Raman spectra of high-mass fullerene molecules or crystalline solids [85]. The 
lack of adequate quantities of purified and characterized samples of higher 
mass fullerenes has curtailed experimental studies. 

The Raman spectrum for C7o is much more complicated than for C60 
because of the lower symmetry and the large number of Raman-active modes 
(53), out of a total of 122 possible vibrational mode frequencies for C70 [69,86-
92]. The D5h symmetry for the C70 molecule implies that there are five in­
equivalent atomic sites [3], which, in turn, allows for the existence of eight 
different bond lengths as well as 12 different angles between the bonds con­
necting nearest-neighbor atoms [93]. For this reason simplified models are 
used to explain the large number of Raman lines observed in the first-order 
spectrum [87]. As for the case of C60 films, the dependence of the Raman 
spectra on temperature, pressure and doping has been studied for C1o films. 
However, a detailed interpretation of these spectra has been more difficult. 

8.3 Raman Scattering in Carbon Nanotubes 

Raman scattering has provided an important technique for characterizing car­
bon nanotubes and for studying their unique features which are connected 
with their unusual 1D electronic structure and their unusual mechanical 
strength and compliance. Soon after the announcement of their experimental 
observation [94], carbon nanotubes attracted the attention of the scientific 
community because of the theoretical prediction [95] that about 1/3 of the 
nanotubes are metallic and 2/3 are semiconducting depending on their di­
ameter dt and chiral angle () [3,4]. 

The early observations of carbon nanotubes involved multi-wall nanotubes 
[94,96]. The synthesis of single-wall carbon nanotubes in 1993 [97,98] further 
stimulated work in the field, since most of the theoretical predictions were 
made for single-wall carbon nanotubes [4]. The discovery in 1996 of a much 
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more efficient synthesis route for single-wall carbon nanotubes, based on the 
laser vaporization of graphite, in a catalyzed reaction (99) greatly stimulated 
systematic experimental studies of carbon nanotubes and facilitated compar­
isons to theoretical calculations. 

After a brief review of the structure (Sect. 8.3.1) and phonon disper­
sion relations for carbon nanotubes (Sect. 8.3.2), we review progress in the 
currently active area of resonant Raman spectroscopy studies of carbon nan­
otubes (Sect. 8.3.3), and the effect of charge transfer in doped nanotubes 
(Sect. 8.3.5). 

8.3.1 Structure of Carbon Nanotubes 

The basic carbon nanotube is a cylinder of carbon atoms arranged on a hon­
eycomb lattice, as in a single layer of graphite, and with almost the same 
nearest-neighbor c-c spacing (1.421A in graphite and ...... L44A in carbon 
nanotubes) [4,100). Carbon nanotubes can have any one of the three basic 
geometries shown in Fig. 8.17. Carbon nanotubes are usually capped at either 
end by half of a fullerene, so that the smallest diameter fullerene obeying the 
isolated pentagon rule, C6o, corresponds to the smallest diameter nanotube 
(7.1 A). 

The structure of the nanotube can be understood by referring to Fig. 8.18, 
which demonstrates the rolling of a segment of a single graphite layer (called 
a graphene sheet) into a seamless cylinder. In this figure we see that points 
0 and A are crystallographically equivalent on the two dimensional (2D) 
graphene sheet. The points 0 and A can be connected by a chiral vector 
ch =nat +ma2, where al and a2 are unit vectors for the honeycomb lattice 
of the graphene sheet. Lines 0 B and AB' are perpendicular to C h at points 0 
and A. If we now roll the graphene sheet and superimpose OB onto AB', then 
we obtain a cylinder of carbon atoms which constitutes a carbon nanotube. 
A single-wall carbon nanotube is thus uniquely determined by the integers 
(n, m) which specify the chiral vector Ch in terms of the number n of a1 

units and the number m of a2 units contained inCh. The nanotube can also 
be uniquely specified by its diameter dt and chiral angle () (see Fig. 8.18), 
where 

(8.6) 

in which ac-e is the nearest-neighbor c-c distance, ch is the length of the 
chiral vector Ch. The chiral angle() is defined as the angle that Ch makes 
with the zigzag direction {a1), and is given by 

() = tan-1 [v'3m/(m + 2n)] (8.7) 

as shown in Fig. 8.18. The unit cell of the lD carbon nanotube is, therefore, 
a rectangle formed by the vectors Ch and T shown in Fig. 8.18, where Tis 
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(a) 

Fig. 8.17. Schematic models for single-wall carbon nanotubes with different sym­
metries using the notation of Fig. 8.18: (a) an "armchair" (n, n) nanotube with 
(} = 30° , (b) a "zigzag" (n, 0) nanotube with (} = 0°, and (c) a "chiral" (n , m) 

---; 

nanotube with a general direction, such as OB in Fig. 8.18, where 0 < (} < 30° . 
The actual nanotubes shown here correspond to (n, m) values of: (a) (5, 5) , (b) (9, 
0) , and (c) (10, 5) [101). The nanotubes in this figure are capped by one half of 
a fullerene molecule. Single-wall nanotubes currently being synthesized have a typ­
ical aspect ratio (length/ diameter) of 103 -104 

the smallest lattice vector from 0 in the direction normal to Ch . Since the 
basis vectors C h and T of the 1D unit cell are large compared with the basis 
vectors ih and &2 of the unit cell for the graphene sheet (see Fig. 8.18), the 
reciprocal space 1D unit cell (Brillouin zone) for carbon nanotubes is small 
compared to that for the graphene sheet. 

Ropes (or bundles) of single-wall nanotubes can now be prepared by 
a number of methods, including laser vaporization (99) and carbon arc meth­
ods [102) with a narrow distribution of diameters close to that of the (10,10) 
armchair nanotube (1.38 nm) . Variations in the most probable diameter and 
in the width of the diameter distribution are sensitively controlled by the 
composition of the catalyst, the growth temperature and other growth condi­
tions (103). Characterization of nanotubes with regard to their diameters and 
chiral angles can be carried out either by transmission electron microscopy 
(TEM) or by scanning tunneling microscopy (STM) [4). 
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Fig. 8.18. The chiral vector 0 A or C h = nih +mih is defined on the flat honeycomb 
lattice of carbon atoms by the graphene unit vectors ih and ih and (n, m) are 
integers. The chiral angle (J is defined as the angle between C h and iii . Along the 

--+ 
zigzag axis (J = 0° . Also shown is the lattice vector OB= T of the lD nanotube unit 
cell. The vector R denotes the basic symmetry operation for the carbon nanotube. 
The diagram is constructed for (n,m) = (4,2) . The area defined by the rectangle 
(OAB' B) is the area of the lD unit cell of the nanotube (3) 

8.3.2 Nanotube Phonon Modes 

The phonon dispersion relations for nanotubes can be obtained from those 
of the 2D graphene sheet (see Fig. 8.4) by using a zone folding approach 
(19,104], 

WID ( k) = W2D ( k K 2 + fL K 1) , 
J.L = 0, 1, 2, ... , N- 1, (8.8) 

where the subscripts 1D and 2D refer, respectively, to the one-dimensional 
nanotube and the two-dimensional graphene sheet, k is a wave vector along 
K2 the nanotube axis direction, J.L is a non-negative integer used to label the 
wave vectors or the states along the k1 reciprocal space direction, normal to 
the nanotube axis, and N denotes the number of hexagons in the 1D unit cell 
of the nanotube. Since there are 2 carbon atoms per hexagon, the number of 
vibrational degrees of freedom is 6N. 

The 1D dispersion relations assume that the lengths of the nanotubes are 
much larger than their diameters, so that the nanotubes can be described in 
the 1D limit where the nanotubes have infinite length, the k points are quasi­
continuous, and the contributions from the carbon atoms in the caps can be 
neglected. The dispersion relations depend on the nanotube symmetry, and 
therefore the dispersion relations are different for armchair, zigzag and chiral 
nanotubes. There are three acoustic modes and one rotational mode (for an 
infinitely long axial system) which have w-+ 0 ask-+ 0. We show in Fig. 8.19 
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Fig. 8.19. Phonon dispersion relations for a (10,10) armchair carbon nanotube 
which is capped by a hemisphere of the icosahedral C240 fullerene . For the (10,10) 
nanotube, the number of hexagons per unit cell is N = 20, and there are 120 degrees 
of freedom, corresponding to 69 distinct non-zero mode frequencies , at the F-point 
(k = 0), of which 16 are Raman-active and 8 are infrared-active. In addition, 45 of 
the optical mode frequencies at k = 0 are optically silent, and there are also three 
acoustic (x, y, z) modes, and a rotational mode for which w-+ 0 as k-+ 0 [4) 

an example of the phonon dispersion curves wm(k) for a (10,10) single-wall 
armchair nanotube. 

Group theory shows that the irreducible representations describing the 
vibrational modes for carbon nanotubes depend on the nanotube symmetry, 
which differs according to whether the nanotubes are of the armchair (n, n), 
zigzag (n,O), or chiral [(n,m), m -j. n,O] types (see Fig. 8.17) [3,4]. The 
results of the group theoretical analysis [3,4] are summarized in Table 8.2 for 
the various kinds of nanotubes. 

Table 8.2. Symmetries of Raman-active and IR-active modes for carbon nanotubes 

Nanotube structure point group Raman-active modes IR-active modes 

armchair ( n, n) n even Dnh 4A19 + 4E19 + 8E29 A2u + 7Elu 

armchair ( n, n) n odd Dnd 3A19 + 6E1 9 + 6E29 2A2u + 5Elu 

zigzag ( n, 0) n even Dnh 3A19 + 6E1 9 + 6E29 2A2u + 5Elu 

zigzag (n, 0) n odd Dnd 3A19 + 6E1 9 + 6E29 2A2u + 5Elu 

chiral (n, m) n =I= m =I= 0 eN 4A + 5El + 6E2 4A + 5El 
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Fig. 8.20. The armchair index n vs. mode frequency for the Raman-active modes 
of single-wall armchair (n, n) carbon nanotubes (38]. For the armchair nanotubes 
the diameter is given in nanometers by dt = 0.138 n 

Although the number of vibrational modes increases as the number of 
carbon atoms in the 1D unit cell increases, the number of Raman-active and 
infrared-active modes remains constant within each kind of nanotube (see 
Table 8.2). Thus, we can show the dependence of their Raman-active mode 
frequencies on the nanotube diameter for a given type of nanotube, such as 
in Fig. 8.20 for the armchair nanotubes. Here it is seen that certain Raman­
active mode frequencies are strongly dependent of nanotube diameter and 
others are not. Shown in Fig. 8.21 are the normal mode displacements asso­
ciated with the modes expected to have high Raman intensity (see Sect. 8.3.3) 
(4,38); the displacements for modes with low intensity are not shown. 

The most intense bands in the Raman spectra of single-wall carbon nan­
otubes (SWNT) are the radial breathing mode (RBM) near 180cm-1 and 
the modes between 1500 and 1600cm-1 associated with the tangential dis­
placement C-C bond stretching motions of the nanotube (see Fig. 8.21) . 
The RBM belongs to the identity representation (A 19 or A1 ) and, according 
to theoretical predictions, its frequency is inversely proportional to the tube 
diameter, without any dependence on chiral angle (} (4,105). Theoretical cal­
culations show that the high frequency Raman-active modes associated with 
the tangential C-C bond stretching motions have A19 , E19 and E29 (arm-
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(f)() (g~ 
Fig. 8.21a- g. The calculated Raman mode atomic displacements, frequencies, and 
symmetries for those (10,10) nanotube modes with strong Raman intensity. The A19 

modes have no nodes, the E 19 modes have 2 nodes, and the E29 modes have 4 nodes. 
For the A 19 mode at 1587 em -l, all the A atoms move in the opposite direction to 
their nearest neighbor B atoms. We show the displacements for only one of the two 
partners of the doubly degenerate E19 and E29 modes (4] 

chair and zigzag) [or A1 , E 1 and E 2 (chiral)) symmetries. The frequencies 
and number of Raman-active modes between 1500 and 1600cm- 1 depend on 
the diameter and chirality of the nanotube [3,4), and for the case of armchair 
(n, n) nanotubes, on whether n is even or odd. Therefore, several different 
modes are expected in a sample containing nanotubes of different types. How­
ever, within each type of nanotube, the modes in the 1580-1590cm-1 range 
are expected to be very weakly dependent on the nanotube diameter, by 
perhaps an order of magnitude less than for the case of the diameter depen­
dence of the radial breathing mode. In addition, the tangential modes near 
1530cm- 1 with E 19 or E29 (E1 or E 2 ) symmetry are expected to show a di­
ameter dependence of their mode frequencies that is intermediate between 
that for the modes near 180cm-1 and near 1580cm-l, as can, for example, 
be seen in Fig. 8.20 which shows the expected diameter dependence of the 
Raman-active modes for armchair nanotubes [4,106) . 

8.3.3 Raman Spectra of Single-Walled Carbon Nanotubes 

Raman spectroscopy has provided a particularly valuable tool for examin­
ing the mode frequencies of carbon nanotubes with specific diameters, for 
evaluating the merits of theoretical models for the 1D phonon dispersion re-
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lations, for characterizing the diameter distribution in nanotube samples, and 
for studying the 1D electron DOS in resonant Raman experiments through 
the electron-phonon coupling mechanism [38]. 

Most of the early experiments on the vibrational spectra of carbon nan­
otubes were carried out on multi-wall carbon nanotubes which had too large 
a diameter to observe detailed quantum effects associated with the 1D dis­
persion relations discussed above [107,108]. A major advance in Raman spec­
troscopy studies of carbon nanotubes occurred through the availability of 
SWNT ropes [99] with a narrow diameter distribution [109]. Raman spectra 
taken on such samples (see Fig. 8.22) show a number of well-resolved Raman 
features, including strong lines near the frequency of the graphite E 292 mode 
at 1582 cm-1 [110,111], and a strong characteristic feature around 180 cm-1, 

which has A19 symmetry and is associated with the radial breathing mode 
(RBM) of the nanotube. 

Quantum effects are observed in the Raman spectra of single-wall carbon 
nanotubes through the resonant Raman enhancement effect, which is seen 
experimentally by measuring the Raman spectra at a number of laser exci­
tation energies, as shown in Fig. 8.22. Resonant enhancement occurs when 
the laser excitation frequency corresponds to an electronic transition between 
the sharp features (i.e., E-1/ 2 singularities) in the one-dimensional electronic 
DOS of the carbon nanotube, as shown in Fig. 8.23. Since the separation 
energies between these sharp features in the density of states are inversely 
proportional to the nanotube diameter, a change in the laser frequency may 
bring into optical resonance a carbon nanotube with a different diameter. 

The presence of the RBM feature in the Raman spectrum is the signature 
for single-wall nanotubes in the sample [102,113). By carrying out Raman ex­
periments on nanotube samples with different diameter distributions, changes 
in the characteristics of the Raman spectra can be investigated. Variations in 
the shape of the RBM band can thus provide information on the nanotube 
diameters present in a given sample [114]. According to theoretical predic­
tions [4,105,115), the frequency of the RBM for single-wall carbon nanotubes 
is inversely proportional to the nanotube diameter and is independent of chi­
rality. In principle, the radial breathing mode frequency can provide the iden­
tity (n, m) of the individual nanotubes participating in the Raman scatter­
ing [102,113,114]. This follows from the observation that for the RBM mode 
w"' 1/dt, and the value of dt depends on the integers (n, m) [4,103,105,115]. 
However, several distinct ( n, m) nanotubes can exhibit sufficiently similar di­
ameters so that their RBM frequency differs only by 1-2 em - 1. This prevents 
using the RBM frequencies to determine ( n, m) in a sample of single-wall nan­
otubes, since the naturallinewidth of the RBM band is"' 6cm-1 and the 
individual contributions to the band from nanotubes with similar diameters 
would be very difficult to resolve. A discussion of this issue is given in more 
detail in [103,116). 
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Fig. 8.22. Experimental room temperature Raman spectra for purified single-wall 
carbon nanotubes excited at five different laser excitation wavelengths. The laser 
wavelength and power density for each spectrum are indicated, as are the vibrational 
frequencies (in em -l) [38). The equivalent photon energies for these laser wave­
lengths are: 1320nm-+ 0.94eV; 1064nm-+ 1.17eV; 780nm-+ 1.58eV; 647.1nm 
-+ 1.92 eV; 514.5 nm -+ 2.41 eV 
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Fig. 8.23. Electronic lD DOS per unit cell of a 2D graphene sheet for two (n, 0) 
zigzag nanotubes: (a) the (10, 0) nanotube which has semiconducting behavior, and 
(b) the (9,0) nanotube which has metallic behavior. Also shown in the figure is the 
density of states for the 2D graphene sheet (dotted curve). The value of ro is taken 
to be 2.95 eV (112] 

Figure 8.24 shows in more detail the Raman band associated with the 
RBM of a single-wall carbon nanotube sample using different laser lines. 
Here we note that the band-shapes are completely different from one laser 
line to another, as first pointed out by Rao et al. (38] This result indicates 
that the sample contains carbon nanotubes with different diameters, t hat the 
frequency of the RBM depends strongly on the nanotube diameter, and that 
the shape of the RBM depends on the relative populations of each nanotube 
type that is in resonance at the particular laser excitation energy. All the 
observed RBM bands have been fitted using a different set of Lorentzian 
peaks, as shown by the dotted lines in Fig. 8.24. Future measurements on 



8 Raman Scattering in Fullerenes 347 

E,• 2.41eV 

.·. 
E,."1.59 eV 

140 160 180 200 220 140 100 180 200 220 
Raman shift (em"') Raman shift (em-') 

Fig. 8.24. Raman spectra of the radial breathing mode (RBM) of single-wall car­
bon nanotubes collected with six different laser lines: EL = 1.17 eV, 1.59 eV, 1.92 eV, 
2.41eV, 2.54eV and 2.71eV. The dotted curves represent the individual Lorentzian 
components, and the solid curves represent the fit of these Lorentzians to the ex­
perimental data. All Lorentzian curves are assumed to have the same linewidth 
(FWHM = 8.4 em -l), since the origin of the linewidth is expected to be the 
same (117) 

individual single-wall carbon nanotubes will allow the association of each 
Lorentzian peak shown in Fig. 8.24 with a particular (n, m) nanotube. 

The tangential Raman modes between 1500-1600cm- 1 also exhibit an in­
teresting resonant effect. It has been reported by different authors (38,117,118] 
that the shape of the Raman band associated with the tangential modes ob­
tained with laser energies EL around 2 eV is qualitatively different from those 
recorded with either higher or lower EL- Figure 8.25 shows the Raman band 
associated with the tangential C-C stretching modes of the single-wall car-
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Fig. 8.25. Raman spectra of the tangential modes of carbon nanotubes in the 
range 1400-1680cm-1 obtained with several different laser lines. The inset shows 
low resolution Raman spectra between 1300 and 2800 em -l in the critical range of 
laser energies 2.00-2.18eV (119] 

bon nanotubes, obtained with different laser lines over a wide energy range 
(0.94 ::; EL ::; 3.05eV). Note that the spectra obtained for EL < 1.7eV 
or E1aser > 2.2eV are quite similar, and each spectrum is dominated by 
a peak at 1593cm-1 . In contrast, the spectra obtained in the narrow range 
1. 7 ::; EL ::; 2.2 eV are qualitatively different; the bands are broader and are 
centered at lower frequencies. 

Figure 8.26 taken at EL = 2.41 eV shows the fitting of one of the typ­
ical Raman bands in the ranges 0.94-1.7 eV and 2.2-3.05 eV by a sum of 
Lorentzian components. At least six different components are necessary to 
give a good fit to the experimental data, and their peak frequencies are: 1522, 
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Fig. 8.26. Raman band associated with the tangential C-C stretching modes of 
single-wall carbon nanotubes obtained using the laser excitation energy 2.41 eV. 
The dotted curves represent the individual Lorentzian components and the solid 
curve represents the fit to the experimental data (117) 

1547, 1563, 1570, 1591 and 1600cm-1 . All the other high frequency Raman 
bands obtained in the laser energy ranges 0.94-1.7 eV and 2.2-3.05 eV are 
similar and have been fitted using the same set of frequencies (with small vari­
ations of ±2 em - 1) and linewidths. Tentative assignments of the individual 
Lorentzians that comprise these bands are given in (38,114,117]. 

To highlight the part of the tangential Raman band that is specially en­
hanced for 1.7eV < EL < 2.2eV, Fig. 8.27 shows the Raman band associated 
with the tangential modes of carbon nanotubes for EL = 1.92eV, after sub­
tracting the basic curve (Fig. 8.26) that fits the Raman bands obtained in 
the ranges EL < 1.7eV or EL > 2.2eV. Note that the band in Fig. 8.27 can 
be fit by four Lorentzian peaks at 1515, 1540, 1558 and 1581 cm- 1 , which 
are represented by the dotted curves. All Raman bands in this critical region 
of laser energy (1.7-2.2eV) can be analyzed in a similar way, by using the 
appropriate normalization factor, and the subtracted data can always be fit 
using the same set of frequencies that fits Fig. 8.27. To represent the de­
pendence of the intensity of the enhanced peaks (dotted peaks in Fig. 8.27) 
on EL, we plot in Fig. 8.28 (solid circles) the EL dependence of the ratio of 
the intensities of the peaks at 1540cm-1 and 1593cm-1 , hs4o/ hs93, which 
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Fig. 8.27. Raman band associated with the tangential modes of carbon nanotubes 
for EL = 1.92 eV after subtracting the basic curve that fits the bands obtained 
in the ranges EL < 1.7 eV or EL > 2.2 eV. The dotted curves represent the four 
specially enhanced Lorentzian peaks, and the solid curve corresponds to the fit to 
the deconvolved experimental data (open circles) (119) 

are the most prominent features inside and outside the critical range of laser 
energies 1.7-2.2eV. 

According to recent scanning tunneling microscopy and spectroscopy (STM 
and STS) experiments [120,121] done on single-wall carbon-nanotube samples 
[99] very similar to the sample used in the Raman experiment of Fig. 8.25, 
the metallic nanotubes exhibit an energy separation ( E 11 = Ec, - Ev,) be­
tween the first pair of DOS singularities in the valence ( v) and conduction 
(c) bands in the energy range 1.7-2.0eV, whereas the semiconducting carbon 
nanotubes exhibit a much lower electronic energy gap (E11 ) of 0.5-0.65eV. 
This result is consistent with the DOS plots shown in Fig. 8.23. Noting the 
similarity between the range of energy separations for the metallic nanotubes 
measured directly by STS (1.7-2.0eV) and the range of laser energies asso­
ciated with the specially enhanced tangential modes in the Raman spectra 
(1.7-2.2eV) for similar single-wall carbon nanotube samples, we consider the 
resonant Raman effect for the metallic nanotubes. For a tube with a given 
diameter d, the enhancement of its Raman peaks will occur whenever the 
incident or scattered photon is in resonance with the energy separation be­
tween the DOS singularities Eu (d) = Ec, (d)- Ev, (d) [115]. Considering that 
the sample contains a Gaussian distribution of nanotube diameters (see in­
set to Fig. 8.28), the Raman cross-section J(EL) is given by the sum of the 
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Fig. 8.28. The solid circles represent the intensity ratio of the Raman peaks at 
1540 and 1593 em -l, and the solid curve represents the fit to the experimental 
data using (8.9}. The inset shows the distribution of diameters measured by TEM 
(38] and the Gaussian fit to the data [119] 

contributions of each individual nanotube with a given diameter d, weighted 
by the distribution of diameters: 

1.6nm [-(d _ do)2] 
I(EL) = L Aexp ild2 / 4 

d=l.l nm 

[ 2 2 ] -1 
X (En(d)- EL) +Fe /4 

[ 2 2 ] -1 
X (En(d)- EL + Ephonon) + re /4 , (8.9) 

where do and ild are the center and the width of the Gaussian distribution 
of the nanotube diameters (see TEM measurements in the inset to Fig. 8.28) 
and Ephonon is the average energy (0.197 eV) of the tangential phonons. The 
damping factor Fe avoids the divergence of the double resonance expression 
for the Raman cross-section [115] and accounts for the width of the singulari­
ties in the electronic DOS and the lifetime of the excited state. The diameter 
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dependence of En is given by: [122,123] 

En(d) = 6ac-cFo 
d 

(8.10) 

where ac-e is the C-C distance and F0 is the electronic overlap integral of 
the nearest neighbor carbon atoms. 

The solid curve in Fig. 8.28 corresponds to the fit to the h54o/ !1593 vs. EL 
data, and the relevant fitting parameters were found to be F0 = 2.95±0.05eV 
and Fe= 0.04±0.02eV. The mean value for the energy separation (En) and 
the full width of the distribution .dEn obtained from (8.10) for (Fo = 2.95eV, 
do = 1.37nm and L1d = 0.18nm) are (E11 ) = 1.84eV and .dEn = 0.24eV, 
which are also in good agreement with the direct measurements of En by 
STS [120]. 

Therefore, the special tangential phonon modes observed in the range 
of laser energies 1. 7-2.2 eV are enhanced by electronic transitions between 
the first singularities in the 1-D electronic DOS in the valence and conduc­
tion bands v1 -t c1 of the metallic carbon nanotubes. This result establishes 
the association of the specially enhanced modes with the metallic carbon 
nanotubes. The resonant Raman data are also in agreement with a recent 
Electron Energy Loss Spectroscopy (EELS) experiment [124], which shows 
a peak at 1.8 eV in the optical conductivity that originates from the metallic 
nanotubes. Thus, the optical quantum effects observed for the radial breath­
ing mode and the tangential modes lend strong credibility to the 1D aspects 
of the electronic and phonon structure of single-wall carbon nanotubes and 
provide clear confirmation for the theoretical predictions about the singular­
ities in the 1D electronic DOS. 

8.3.4 Raman Scattering Studies at High Pressure 

Raman scattering studies on bundles of "as-prepared" single-wall nanotubes 
have been carried out in a diamond anvil cell up to 5 GPa [125]. The data were 
collected under hydrostatic conditions at room temperature using 514.5nm 
laser excitation. The Raman spectrum taken at a pressure of 1.0 x 105 Pa 
(1 bar) was found to closely resemble that shown in the bottom trace of 
Fig. 8.22. A 4 : 1 methanol: ethanol mixture was used as the pressure trans­
mitting medium. The pressure dependence of the radial and tangential modes 
is summarized in Table 8.3 where comparisons are also made to the behavior 
of the Raman mode frequencies for solid C60 and graphite. Also summarized 
in the table is the agreement between experiment and theoretical calcula­
tions based on a Generalized Tight Binding Molecular Dynamics ( G TBMD) 
approach using an optimized Lennard-Jones potential to describe the inter­
nanotube C-atom interactions. Within this GTBMD approach, three models 
of differing complexity were considered in detail and were carried out on (9,9) 
tubes: Model !-uniform external radial compression of the triangular rope lat­
tice, Model II-radial compression of a single tube (which ignores tube-tube 
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interactions, and Model III-compression of the rope lattice (including inter­
nanotube interactions). Model III provides for the penetration of the pressure 
medium into the interstitial channels in the rope lattice, whereas Model I does 
not. The model parameters were adjusted to produce a pressure dependence 
of the tangential mode frequency behavior that is consistent with experiment, 
and the performance of the model was assessed according to its ability to fit 
the observed radial mode pressure dependence. Model I was found to be in 
the best agreement with the Raman data and is the one used in Table 8.3 
for comparison to the experimental data. An important theoretical result at 
1 bar was the observation that the inter-tube interactions upshift the radial 
mode frequency of a bundle of (9,9) tubes by"' 14cm-1 over that calculated 
for an isolated tube. If this result is correct, this upshift must be taken into 
account when Raman scattering is used to estimate the nanotube diameters 
present in samples containing bundles of nanotubes. 

Table 8.3. Experimental and calculated pressure dependence of the Raman-active 
radial and tangential band frequencies of single-wall carbon nanotubes at 300 K. 
The band frequency w is fit to a second-order polynomial in pressure P, i.e., w(P) = 
w(O) + a1P + a2P2 (125) 

Material Mode w(O) a1 a2 
(cm-1) (cm-1 /GPa) (cm-1 /GPa2) 

SWNT Experiment a (R) 186±1 7±1 
SWNT Theoryb (R) 186.2 9.6 -0.65 

Solid C6o Experimentc (A9(1)) 491 0.94 

SWNT Experiment a (T!) 1550±1 8±1 
SWNT Experiment a (T2) 1564±1 10± 1 -0.9 ±0.3 
SWNT Experiment a (T3) 1593±1 7±1 -0.4 ± 0.2 
SWNT Theoryb (Ti) 1576.5 8.3 -0.31 
graphite Experimentd (E2g2) 1579±1 4.7 -0.08 
graphite Theoryd (E292 ) 1593 3.3 -0.04 

Solid C6o Experimentc (A9(2)) 1465 1.7 

a(R) denotes the radial breathing mode and (Ti; i = 1, 2, 3) denote three Raman­
active tangential bands (125). 
bBased on a generalized tight binding molecular dynamics calculation (125). 
cExperimentally measured values for the A9 (1) radial breathing mode and the A9 (2) 
pentagonal pinch mode in solid C6o (3,69) are listed for comparison. 
dExperimental [126) and theoretical [125) values for the E292 mode in graphite are 
listed for comparison. 
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8.3.5 Charge Transfer Effects in Single-Wall Carbon Nanotubes 

Extensive research was carried out on graphite intercalation compounds 
(GIC) in the 1970s and 80s to study the effects of charge transfer between 
the intercalant (dopant) and the graphene (host) (17,127), with donor dopants 
(e.g., alkali metals and rare earths) donating electrons, and acceptor dopants 
(e.g., Br2, FeCb, AsFs) removing electrons from the graphene layers. The 
charge transfer was found to involve primarily the graphene layers adjacent 
to the intercalate layers (the "bounding" layers), with much less charge trans­
ferred between the intercalate layers and the other, more distant graphene lay­
ers (i.e., the "interior layers"). In most cases, the doping shifted the Fermi en­
ergy substantially, i.e., by'"" 1 eV or more, upsetting the approximate balance 
between the electron and hole concentration in the semimetallic graphene host 
material. 

The effect of charge transfer in GICs was measured by a variety of tech­
niques, and especially useful were the Raman spectroscopy studies of the 
effect of charge transfer on the high frequency intralayer £ 292 mode. The 
other Raman-active, low frequency E29, (shear) mode, located at 42cm- 1 in 
pristine graphite, is more difficult to observe, and was therefore seldom stud­
ied as a function of charge transfer. Upon intercalation, the E 292 band was 
found to split by about 20cm-1 into two bands, one associated with intralayer 
C-atom displacements in the bounding graphene layers adjacent to the inter­
calate, and the other associated with the interior graphene layers. Most of 
this splitting was attributed to the difference in the amount of charge transfer 
between these two distinct types of C-layers, with the "bounding layer" £ 292 
mode being perturbed the most, because most of the charge was transferred 
to this layer. The £ 292 modes associated with the interior layers exhibited a 
frequency closer to that of the host, as expected. In general, the £ 292 bound­
ing layer modes upshifted (downshifted) in frequency by'"" 10-30cm-1 for 
acceptor- (donor-) type GICs relative to the value of 1582cm-1 in pristine 
graphite. These shifts were attributed (128,129] to the contraction (acceptor­
type GICs) and expansion (donor-type GICs) of the intralayer covalent C-C 
bonds induced by the charge transfer. These "single-layer" or graphene-based 
theories, however, neglect the contribution from perturbations due to c-axis 
interactions, whereas, 3D frozen phonon calculations on donor type GICs 
were found to be in good agreement with the stage dependence of the E292 

mode frequencies (130). Consistent with this general view of contracting or 
expanding the C-C intralayer bonds were observations of the charge transfer­
induced softening of the high frequency, tangential "pentagonal pinch" mode 
in alkali metal-doped solid C6o ('"" 6 em -l per electron transferred to the C60 
molecule, as found in Fig. 8.16). Since acceptor-type C6o solids are not gener­
ally formed, we cannot compare the charge transfer behavior of intercalated 
fullerene solids to GICs and to intercalated nanotubes. 

Doping studies of the high frequency tangential modes in bundles of single­
wall carbon nanotubes were carried out using synthesis methods similar to 
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those used to form GICs from graphite [17), leading to charge transfer reac­
tions with single-wall carbon nanotubes. The resulting shifts of the dominant 
Raman features associated with the tangential modes indicated the occur­
rence of both donor and acceptor compounds in the intercalated nanotubes 
[131-135], as were also confirmed by thermopower measurements [132). To 
date, Raman scattering studies have only been carried out on as-prepared 
{and unpurified) material taken directly from the synthesis chamber and ex­
posed to the following reactants: {donors) Li (134], K and Rb (131]; (ac­
ceptors) sulfuric acid (H2S04) (135]; Br2 (131], iodine {12) vapor (131), and 
molten iodine (132), though iodine does not form a GIC. To date, the pre­
sumption for all single-wall carbon nanotube charge transfer processes is that 
the dopant resides as ions (and also possibly as neutral atoms) in the inter­
stitial channels between the tubes in the triangular nanotube lattice. The 
assumption, that the intercalant enters into these channels and then diffuses 
through them without opening the tube ends, has yet to be confirmed by 
X-ray diffraction, or other structural probes. Rare TEM images of tube ends 
show them to be closed in the as-prepared material. On the other hand, the 
most common nanotube purification process used to remove spent catalyst 
and carbon nanospheres has been proposed (136) to oxidatively open the tube 
ends. 

Both the radial and tangential Raman-active nanotube modes upshift or 
downshift significantly with doping. Since the sign of the shift in nanotubes 
is usually consistent with earlier studies of intercalation in GICs and C6o, the 
shift has therefore been interpreted (131) in terms of c-c bond expansion 
or contraction. In Fig. 8.29 (131], the room temperature Raman spectra of 
several acceptor- and donor-type nanotube charge transfer compounds are 
shown. Here, spectra are shown for the pristine (as-prepared and unpurified) 
material, and for the same as-prepared material after exposure to various re­
actants, including K, Rb, Br2 and h The h result is for vapor contact {not 
molten 12, which is discussed below) with the bundles, and only a small charge 
transfer effect on the spectrum is found, while for the Br2 vapor intercalant, 
the tangential modes are upshifted by 24cm-1 upon doping. In the case of 
the donor dopants {K, Rb), the bands downshift, and the spectra are remark­
ably similar, suggesting that under the experimental conditions used, both 
reactions proceed to the same endpoint stoichiometry. The highest frequency 
tangential modes in the K and Rb intercalate nanotube Raman spectra were 
fit to a Breit-Wigner-Fano lineshape, similar to that found for the first stage 
MC8 GICs {M = K, Rb, Cs), although the coupling constant (1/q) is a fac­
tor of three lower than observed in GICs [1), thereby leading to a narrower 
linewidth for the doped nanotubes. A variety of other Raman features in the 
region 900-1400cm-1 are also evident in Fig. 8.29 for the donor intercalated 
nanotubes, and were assigned to charge transfer-induced softened modes, but 
no specific mode assignment was made, since the corresponding modes in the 
pristine sample were not observed. 
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Fig. 8.29. Raman spectra for pristine as-prepared single-wall nanotube bundles 
reacted with various donor and acceptor reagents: from top to bottom: h (vapor), 
Br2 , pristine (no intercalate) single-wall nanotube, Rb, and K. The backscattering 
spectra were taken at T = 300 K using 514.5 nm laser excitation, and the peak 
frequencies for the various samples are indicated. For both of the halogen-doped 
single-wall nanotube bundles, a harmonic series of peaks (indicated by an aster­
isk) is observed, and these peaks are identified with the fundamental stretching 
frequency w.: of,...., 220cm- 1 (I2) and of,...., 324cm-1 (Br2 ). In the vicinity of the 
strongest high-frequency mode around 1550 cm- 1 , the Raman spectra for single­
wall nanotubes doped with K or Rb are fitted by a superposition of Lorentzian 
functions and an asymmetric Breit-Wigner-Fano lineshape, superimposed on a lin­
ear continuum. The peak frequency values in parentheses are renormalized phonon 
frequencies taking into account Breit-Wigner-Fano lineshape effects (131) 
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Fig. 8.30. Raman spectra of pristine, moderately 1-doped, and saturation 1-doped 
single-wall nanotube samples (T = 300 K, 514.5 nm laser excitation) where molten 
h is the dopant. The inset shows the photoluminescence spectrum due to the 
intercalated polyiodide chains in the moderately doped sample where sharp Raman 
lines are superimposed on the broad PL spectrum [132] 

Charge transfer reactions of as-prepared bundles of single-wall carbon 
nanotubes with molten iodine (see Fig. 8.30) produced a much more dramatic 
effect on the Raman spectrum than was observed when the reaction was 
carried out in iodine vapor (see Fig. 8.29) [132]. The Raman spectra clearly 
showed the intercalation of molten h into the bundle to be reversible and 
uniform, producing an air stable compound of an approximate stoichiometry 
C12I. The Raman spectra in Fig. 8.30 for pristine, moderately I-doped, and 
saturation I-doped single-wall nanotube bundles using molten iodine as an 
intercalant [132,133] show a low frequency region which is rich in structure, 
identified with the presence of intercalated charged polyiodide chains (I3 and 
l5). 

No Raman evidence for neutral I2 (215cm- 1 ) was found in the nanotube 
samples. Saturation doping was found to convert I3 observed in the moder­
ately doped material into I5. Analysis of these data showed that intercalation 
downshifts the radial band from 186 to 175 em -I, while the tangential band 
is upshifted by 8 cm-1 from 1593 to 1601 cm-1 . The radial mode downshift 
may be due to a coupling of the tube wall to the heavy iodine chains, while 
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the small tangential mode upshift (8 cm- 1) compared to the 21 cm-1 upshift 
in Br2 is attributed to the iodine chains being only singly ionized. If all the 
iodine was in the form of 15 in the c121 compound, we might write the for­
mula as Ct0(15)-, which is equivalent to one hole per 60 C-atoms, and we 
therefore find an upshift of 8 em - 1 per additional hole per 60 C-atoms in the 
single-wall nanotubes (or 480cm-1 per hole per C-atom). This shift can be 
compared to that of 6cm-1 per added electron in M-doped C60 (or 360cm-1 

per electron perC-atom) as shown in Fig. 8.16. 
In situ Raman scattering studies, performed during the electrochemical 

anodic oxidation of single-wall carbon nanotube bundles in sulfuric acid [135], 
are of special interest, and can be directly compared with similar studies on 
H2S04 GICs (127]. In the case of the nanotubes, a rapid spontaneous shift of 
rv 15cm-1 in the tangential Raman modes was observed under open circuit 
conditions which was not observed in the GIC system. This observation may 
be due to the extremely high surface area per gram of the nanotube material 
(> 1000m2 /g). The analogs of the so-called electrochemical "over-charge" 
and "over-oxidation" regions found in the GIC system were also found in the 
carbon nanotube system. In these regions, the shift in the Raman frequency 
of the tangential modes could be identified with the electrochemical charge 
passing through the cell. From the overcharge region, a direct measure was 
obtained for the charge transfer effect on the tangential mode frequency, i.e., 
320cm-1 per hole perC-atom, in reasonable agreement with values discussed 
above forM-doped C6o· 

8.4 Summary 

The Raman spectra for the various carbon materials reviewed here are each 
shown to have their own characteristic features, though many common and 
analogous behaviors can be identified. Raman spectroscopy is shown to be 
one of the most useful techniques for characterizing the perturbations to 
these materials associated with defects, doping, phase transitions and other 
perturbations. 
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VIII A Case History in Raman and Brillouin 
Scattering: Lattice Vibrations and Electronic 
Excitations in Diamond 

A.K. Ramdas 

Diamond occupies a special place in the history of modern physics and mater­
ials science. Raman and Brillouin scattering have proven to be spectroscopic 
techniques ideally suited to explore the fascinating properties of this unique 
material. Indeed, in the concluding remarks of his 1930 Nobel Prize address, 
Raman [1] stated: "The case of diamond, which has been investigated by 
Ramaswamy, Robertson and Fox, and with especial completeness by Bhaga­
vantam, is of special interest. Very surprising results have been obtained with 
this substance, which may be the pathway to a fuller understanding of the 
crystalline state." Ramaswamy, cited above, was Raman's younger brother 
who studied the Raman spectrum of diamond at Raman's suggestion and 
observed for the first time that it consists of a single line with a Raman 
shift of 1332 em -l. This is the triply degenerate zone-center optical phonon 
of F29 symmetry, in which the two sublattices of diamond rigidly vibrate 
against each other. The mode is Raman allowed and infrared forbidden. It 
is fascinating to read the paper by Nagendra Nath, one of Raman's students 
who collaborated with him in the famous "Raman-Nath theory of ultrasonic 
diffraction", and published a thirteen page article entitled ''The dynamical 
theory of the diamond lattice." The group theoretical classification and the 
derivation of the F29 frequency by Venkatarayudu in four pages underscore 
the power of group theory [2]. 

The observations of second-order Raman along with Brillouin compo­
nents in the spectrum of light scattered by diamond were first reported by 
Krishnan [2], skillfully exploiting the Rasetti technique based on the 253.7nm 
resonance line of Hg. In the post-laser period, Solin and Ramdas [3] used laser 
excitation and photon counting in the study of both first- and second-order 
spectra. Polarization measurements enabled them to interpret the first-order 
lines as well as the peaks, changes in slope and discontinuities in the second­
order Raman spectrum in terms of the critical points of the full phonon 
dispersion curves as deduced from inelastic neutron scattering. 

The calibration of the isotopic composition of diamond in terms of the 
Raman shift associated with the zone-center optical phonon, a critical assess­
ment of the zero point motion and anharmonicity, and an improved set of 
critical point frequencies from a study of multiphonon Raman and infrared 
spectra are some of the significant outcomes of the study of isotopically con­
trolled diamonds [4-7]. The Raman spectra of a natural and a 13C diamond 
are shown in Fig. VIII.1. 
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Fig. VIII.l. The Raman spectrum of a natural and a 13C diamond. The spectra 
show the dominant first-order, Raman-active F29 line and the significantly weaker, 
quasi-continuous, multi-phonon features [7) 

Near the zone-center the vibrational frequency w for each acoustic branch 
is linear with the magnitude of the wave vector q. The energies of the 
phonons involved in Brillouin scattering studies with visible radiation are 
usually much smaller than the thermal energy, and the phonon wavelengths 
are much longer than the interatomic distances. The Brillouin shifts measured 
with high resolution Fabry-Perot interferometers have provided the elastic 
moduli of diamond with high precision [8], their isotopic [5) and temperature 
dependences [9], and the elasto-optic constants deduced from the Brillouin 
intensities [8). The Brillouin shifts of diamond are sufficiently large with vis­
ible excitation to be observed with the conventional double grating Raman 
spectrometers (especially if equipped with holographic gratings). Thus the 
Brillouin components and the first-order Raman line can be recorded simul­
taneously in the same experiment under identical illumination and scattering 
(collection) optics. Such measurements have yielded an absolute cross-section 
of the first-order Raman line [8] and in turn, of the second-order Raman 
spectrum. 

The ability to grow single crystals free of imperfections - be they lattice 
defects, or chemical impurities - followed by the controlled introduction of a 
desired imperfection is the prerequisite for a semiconductor to be significant 
in technology. While the high-pressure-high-temperature and chemical vapor 
deposition techniques of diamond synthesis are milestones in this respect, the 
incorporation of shallow impurities (group III acceptors or group V donors) 
has been successful to date only for boron acceptors. The study of the bound 
states of donors and acceptors can be performed with extraordinary detail 
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using infrared spectroscopy. The Lyman spectrum and the associated Zeeman 
and piezo-spectroscopic effects of an acceptor or a donor yield the binding 
energies and the symmetries of the ground and excited states. To the extent 
that the bound states are described by the parameters of the band extrema 
with which they are associated, such a study is of clear value in the con­
text of the properties of the host. Kim et al. [10-13] have investigated the 
Lyman spectrum of boron acceptors in isotopically enriched diamonds using 
Fourier transform infrared as well as Raman spectroscopy. They reported the 
electronic Raman transition 1::1' between the spin-orbit-split ground states 
of boron acceptors (see Fig. VII1.2), its Zeeman effect and the Jahn-Teller 
splitting of the lower ground state, including the transition between the Jahn­
Teller partners (13]. These studies illustrate the power of Raman spectroscopy 
in investigating electronic excitations. 

From the above discussion, a good case can be made that the unique prop­
erties of diamond have been fruitfully addressed with Raman and Brillouin 
scattering. The phenomena discussed, however, do not exhaust the subject 
and it appears an enumeration, presented below, of topics/techniques not 
included will serve to underscore the continuing excitement in the scope and 
power of Raman spectroscopy with respect to diamond. They are: (a) electric 
field induced infrared absorption; (b) coherent Raman spectroscopy; (c) the 
diamond anvil cell and its impact on Raman spectroscopy; and (d) piezo­
spectroscopy. It is clear Raman spectroscopy of diamond will continue to 
provide exciting scientific opportunities in the foreseeable future. 
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9 Raman Spectroscopic Studies 
of Polymer Structure 

Shaw Ling Hsu 

Abstract. For polymer systems, Raman spectroscopy provides information 
concerning chemical composition, segmental orientation, conformational dis­
tribution, and phase identification. The technique is extremely versatile in 
that information can be obtained for liquid or solid (film, bulk or fiber) sam­
ples, ordered or disordered. The Raman intensity from vibrations associated 
with polymer backbone bonds is especially intense, and most structural in­
formation is contained in bands arising from these modes. Because of the 
availability of laser sources that produce highly polarized radiation capable 
of being focused to a volume of order 1 flm, sample anisotropy can be deter­
mined with accuracy, speed and high spatial resolution. Low lying vibrations 
( < 200 em -l) that originate from skeletal deformation modes or interchain 
interactions are easily accessible in Raman spectroscopy and yield much in­
formation regarding the microscopic structure of the 3-dimensional state. 
Increases in computation power and analysis capability have also greatly en­
hanced the utility of this technique. 

One of the most valuable insights gained by a practicing polymer scientist 
dealing with structural characterization is that many different techniques are 
required to fully understand polymer structures. Gel permeation chromatog­
raphy and mass spectrometry, particularly matrix assisted laser desorption 
mass spectrometry, are used to characterize overall molecular weight. Dif­
ferential scanning calorimetry (DSC) measurements provide much insight 
regarding the structural changes as functions of temperature and process­
ing history. Nuclear magnetic resonance and infrared (IR) spectroscopy are 
commonly used to elucidate the chemical compositions of polymers. Trans­
mission electron microscopy is used to measure density fluctuations within 
the sample in order to characterize detailed morphological features such as 
crystallite form and degree of phase separation in compatible systems. For 
information regarding atomic placements, X-ray or electron diffraction meth­
ods are generally utilized. Raman spectroscopy can be used to characterize 
both crystalline and amorphous polymer structures. It can measure conforma­
tional order ranging from the shortest chemical repeat to several hundred A. 
Although numerous techniques address polymer structure in the crystalline 
state, few provide information on disordered states. Raman spectroscopy pro-

W. H. Weber et al. (eds.), Raman Scattering in Materials Science
© Springer-Verlag Berlin Heidelberg 2000



370 Shaw Ling Hsu 

vides structural information for polymers both in disordered states and in 
states containing chain segments with short-range order. Raman spectroscopy 
is routinely used to characterize molecular composition, segmental orienta­
tion, chain conformation, and intermolecular interactions. 

Although the Raman effect was first reported in 1928 [1-3], its utility 
as a characterization tool was not realized until the advent of lasers in the 
early 1960s [4]. The earliest Raman studies on polystyrene and poly(methyl 
methacrylate) PMMA, soon after the discovery of the Raman effect, were pos­
sible only because the samples were totally clear and fluorescence free. Today 
Raman spectra can be readily obtained from most polymers, but there are still 
some that require a considerable degree of effort. Most Raman experiments 
on polymers deal with bulk samples, fibers, or films. Characterization of poly­
mers in solution or melt can also be easily accomplished. Sample preparation 
is generally simple. Since scattering from water is extremely weak, biological 
samples can also be characterized. Raman spectroscopy can even be used to 
measure transient molecules with lifetimes of fractions of seconds. Confocal 
Raman microscopes are now available with spatial resolution approaching 
the diffraction limit of the focused laser beam. Because of the high spatial 
resolution achievable, various Raman techniques have been used on-line to 
elucidate effects of changing processing parameters on morphology devel­
opment in uniaxial or biaxial systems. Raman spectra can also be used to 
characterize stress distribution in model composites. 

Despite its capability for delivering detailed structural information, Ra­
man scattering has still not achieved equal status with other characterization 
techniques and is generally underutilized in many polymer research labora­
tories. Raman spectroscopy has developed slowly in analytical applications 
because of the high initial investment and maintenance costs required for the 
instrumentation (high power lasers, sophisticated spectrometers, sensitive de­
tectors, etc.). The Raman effect is extremely weak, e.g., less than w- 4 of the 
incident photons result in inelastic scattering, thus intense excitation sources 
are needed (5]. These sources may also cause fluorescence that overwhelms the 
Raman signals. Generally fluorescence is not an inherent problem with poly­
mer samples. "Bleaching" is often an acceptable solution. Recrystallization 
or extraction has been effective in removing impurities that cause fluores­
cence. Another alternative is to use long wavelength excitation (1.06 Jlm) as 
in most Fourier transform instruments. Nevertheless, the Raman technique 
yields a tremendous amount of structural information and thus effectively 
complements other characterization techniques. The focus of this chapter is 
to cover the development of specific areas that illustrate the advantages of 
Raman spectroscopy in polymer structure research. The first section contains 
a general introduction to Raman spectroscopy. Subsequent sections deal with 
low-frequency vibrations, measurements of crystallite dimensions, structural 
transitions, orientation distribution functions, and recent studies on the char­
acterization of disordered polymers. 
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Raman spectroscopy probes chemical composition and molecular struc­
ture on the microscopic scale, and these microscopic properties can affect 
macroscopic parameters such as tensile modulus or strength. For example, 
the mechanical properties of semi-crystalline polymers are dictated by the 
degree of crystallinity, crystallite size, orientation, and the interconnectivity 
between the crystalline units. In this case, the chemical composition of the 
polymer, such as configurational defects including racemic mixtures or the 
type of end groups, may affect the crystallization behavior and subsequently 
the development of higher morphological units [6]. In polymers containing 
multiple chemical repeats, the number of head-to-head versus head-to-tail 
sequences and their distribution along the chain may dictate the ultimate 
morphological units, and this can be measured by Raman spectroscopy. It is 
known that even the most ordered polymer structures possess some conforma­
tional defects; in most cases substantial conformational defects exist. These 
ordered and disordered chains are often described in terms of local parame­
ters such as the relative occupation of the isomeric state along each backbone 
bond [7]. Aging phenomena in heterogeneous samples are strongly influenced 
by the processing history. How these structures change as a function of tem­
perature and time is dictated by the changing conformational distribution 
along the chain. Typical Raman signatures are assigned to the ensemble of 
chain conformations. Their changes are characteristic of the physical states 
of polymers. Diffraction methods address only long-range ordered systems, 
whereas Raman spectroscopy deals with local order or disorder. In partic­
ular, considerable information can be obtained using low-frequency Raman 
modes. Lastly, the Raman intensity depends on the change in polarizabil­
ity, which is large for carbon bonds that constitute the polymer backbone. 
Therefore, Raman scattering is particularly sensitive to polymer backbone 
conformations. 

Vibrational spectroscopy is generally done by two methods: IR absorption 
and Raman scattering. A substantial literature exists regarding the use of vi­
brational spectroscopy for polymer characterization [8-15]. Because IR and 
Raman arise from different effects, with one depending on the dipole change 
and the other on changes in polarizability tensor (16], IR spectroscopy is 
more appropriate for studying chemical composition or side groups whereas 
Raman spectroscopy is more appropriate for studying chain conformation. 
Most IR studies determine the molecular composition of polymers by analyz­
ing the characteristic vibrations of functional groups. In many studies Raman 
offers advantages over IR, since it can be implemented in a variety of config­
urations, including remote back scattering, for studying solids, liquids, and 
gases. Intractable samples can be studied without much preparation. Also, 
unlike IR, the source and detection systems operate in the visible and near-IR 
spectral regions, allowing the use of silica and glass lenses, low-cost fiber op­
tics, and glass sampling windows and containers. Different vibrational modes 
are active in Raman and IR, and, generally speaking, the more symmetric 
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Fig. 9.1. Infrared and Raman spectra obtained for polyethylene 

the molecule, the greater the difference between Raman and IR spectra (16). 
Anyone using IR spectroscopy would benefit from the use of Raman as well, 
since the two techniques are truly complementary. 

The IR and Raman spectra obtained for a highly crystalline polyethylene 
film are shown in Fig. 9.1. A large number of studies have been carried out 
to elucidate the vibrational features of polyethylene or n-alkanes [17-19). For 
small molecules of N nuclei, there are 3N- 6 relative vibrations. There are 6 
degrees of freedom associated with the overall molecular translations and ro­
tations. However, the spectra obtained for most polymers of interest are not as 
complicated as might be imagined considering their extremely high molecular 
weight. In fact, for infinite polymers of well-defined conformation, there are 
only 3N- 4 optically active vibrations, where N now refers to the number of 
nuclei per translationally equivalent unit cell) [15,20). For polyethylene, this 
unit is -CH2CH2-, and N is 6. For polypropylene N is 27, since there are 
nine atoms per chemical repeat, three of which form a translationally equiv­
alent repeat unit. For highly ordered polymers or oligomers, group theory 
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is a powerful tool for determining the number of vibrations to be expected 
and their optical activities [21]. TheIR and Raman spectra shown in Fig. 9.1 
contain unexpectedly few features, considering the high molecular weight of 
the polymer. Note also that none of the bands present in the IR are Raman 
active. This mutual exclusion simply reflects the fact that the polyethylene 
chain conformation has inversion symmetry (13,15,16,22-24]. TheIR and Ra­
man techniques are complementary, and often both are needed for structural 
characterization. 

Polarized Raman scattering from polymers can yield much information 
concerning the orientation of the chain segments and assignment of particu­
lar bands. Unless the sample is an oriented macroscopic single crystal (almost 
never the case in polymer studies), some polarization information in the scat­
tered light is lost. The molecular orientation with respect to the laboratory 
frame can be completely random as in liquids or melts. Partially oriented sys­
tems can be either uniaxial as in fibers or biaxial as in films. In these cases, 
the relationship between the molecular and laboratory frames is partially lost. 
Even under these circumstances, information about the scattering tensor ele­
ments associated with various modes can be obtained through measurements 
of the depolarization ratio p, defined as the ratio between the scattered light 
intensity obtained when the scattered and incident beams are linearly polar­
ized perpendicular to each other and that obtained when they are polarized 
parallel to each other [4]. When the symmetry of the translational repeat unit 
is known, it is possible to obtain significant structural information about the 
chain segment orientation distribution and the parameters needed to achieve 
a specific degree of anisotropy (25-31]. 

Even for randomly oriented systems, the isotropic and anisotropic por­
tions of the scattering tensor can still be measured [4]. In these cases, infor­
mation can be deduced regarding the local chain conformation, interaction 
with solvents, and degree of chain extension [32-37]. Most polymer samples 
have carbon backbones, for which the differential polarizability tensor ele­
ments have large isotropic components. In many cases, only the isotropic 
spectrum is used for structural characterization, thus eliminating vibrations 
unrelated to conformational analysis [38-41]. 

The nature of intermolecular interactions can be studied by analyzing the 
frequency and intensity of the so-called external vibrations, or lattice modes, 
of the unit cell [42-44]. These intermolecular vibrations, which involve whole 
chain segment movements, are very low in frequency ( < lOOcm- 1 ). If the 
elastic Rayleigh scattering can be removed, and there are many different 
ways to achieve that goal (for example the use of iodine gas filters (45] to se­
lectively absorb the laser line), very low frequency vibrations, i.e. in the range 
of a few cm-1 , can be observed. These low-lying modes are extremely difficult 
to observe using other absorption or scattering techniques. These vibrations 
can be skeletal deformation modes or interchain lattice modes. For polymers 
with a well-defined crystalline state, the lattice modes are very sensitive to 
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changes in the intermolecular interactions [42). The effects of interchain in­
teractions in the crystal are twofold: the splitting of low-frequency intrachain 
vibrations and the appearance of lattice modes. In trans-1,4-polybutadienes, 
the splitting, particularly at low temperatures, seen at 240cm-1 is consistent 
with predictions from theoretical normal coordinate analysis [42). The crys­
talline structure of polyethylene has been well characterized. There are two 
chains per crystalline unit cell [22). Just as there is strong coupling between 
the vibrations along the polymer chain, the possibility exists that coupling 
can also occur for equivalent vibrations in the crystalline unit cell. A set of 
lattice vibrations has been observed for polyethylene and paraffins [46). When 
these low lying vibrations are analyzed quantitatively, correlations between 
molecular and macroscopic properties such as heat capacity, thermal pres­
sure, thermal expansion, P-V-T relations, and stress-strain behavior can be 
established. 

Vibrational coupling (such as crystal field splitting in ordered polymers) 
is well understood. For each vibration with frequency vo found for the in­
dividual chemical repeat units, a series of vibrations arising from backbone 
coupling may be found shifted from the unperturbed value. For a chain with 
N chemical repeat units or N oscillators, instead of observing a set of N 
degenerate vibrations of frequency v0 , a series of vibrations or a progression 
may exist. Representative Raman spectra for C2o~2 are shown in Fig. 9.2. 
The frequency separation of the progression modes is inversely proportional 
to the unperturbed frequency vo (14). Localized vibrations, such as the CH2 
stretching modes in the 3000cm-1 region, are hardly perturbed by the inter­
action along the chain. In contrast, low-frequency components such as the 
CH2 rocking vibration at 700 em -l, can be significantly affected. As will be 
demonstrated, knowledge regarding these progression bands is crucial in con-
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Fig. 9.2. Raman active progression modes observed for n-alkanes (C20H42 ) 
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sidering the validity of force fields and relative magnitudes of polarizability 
changes, thus elucidating polymer chain conformation. 

9.1 Overview of Structural Characterization 

Raman spectroscopy, unlike IR absorption, has not been used extensively 
for composition analysis, although it works equally well for many functional 
groups. For example, cis trans structures ofpolybutadienes, vinyl C=C stretch­
ing, compounds containing sulfurs, and perchlorates all exhibit strong, easily 
identified Raman bands. Aromatic units also usually exhibit strong Raman 
scattering. The use of Raman spectroscopy has been adequately summarized 
in previous publications [12]. Some applications combine Raman and IR spec­
troscopy for structural analysis. An example can be seen in the structure de­
termination of 1:1 hexafluoroisobutylene and vinylidene fluoride copolymer. 
This problem is virtually impossible to solve with other techniques. The two 
monomers can be linked in two ways during polymerization: by formation 
of head-to-tail (the normal linking) or head-to-head linkages. By comparing 
IR and Raman data, we now know that the polymers formed are indeed al­
ternating in nature [47], and that only head-to-tail linkages are present. The 
proposed chemical structure is shown below. 

Here the CH2 units are decoupled by the presence of a rather bulky CF 2 unit 
between them. If the copolymers were formed in a head-to-head linkage, con­
siderable coupling of the stretching vibrations would be expected. In fact, in 
both IR and Raman spectra, the CH2 symmetric and asymmetric vibrations 
were observed at 3040 and 2985 em -l. This coincidence is proof that high 
frequency CH2 vibrations are decoupled and thus degenerate. If the polymer 
were formed in a head-to-head linkage, mutual exclusion would be expected, 
contrary to observation. Similar configurational analyses can be extended to 
other polymers formed with substituted monomers. 

In a head-tail alternating copolymer, the possibility exists that a head­
head or tail-tail defect linkage can occur. Specific Raman features have been 
identified for analyzing chain-chain configuration in syndiotactic polypropy­
lenes (sPP) containing varying racemic content [40]. Based on theoretical nor­
mal coordinate analysis, the syndiotacticity content of imperfect polypropy­
lenes can be directly measured using the relative intensity of Raman-active 
bands in the 300 and 400cm-1 region. The syndiotacticity index, shown in 
Fig. 9.3, provides a convenient way to quantify chain configuration. In ad­
dition, the relative intensity of the 875 and 830cm-1 bands indicates the 
amount of helix or planar zigzag structure. Raman features obtained for var­
ious sPP's are shown in Fig. 9.4. The quantitative analysis associated with 
the interpretation of these features requires the use of chain statistics, which 
are presented in a later section. 
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Fig. 9.3. Syndiotacticity index developed based on the relative intensity of the 
Raman-active 300 and 400 em -l bands 

Diffraction methods are dependent on both local and long-range order; 
spectroscopy is dependent only on local order. Spectroscopy will obviously 
not displace diffraction for determining the atomic placement. It is, however, 
extremely useful for determining chain conformation and packing distribu­
tion. For example, polyoxymethylene (POM) exists in at least two crystalline 
forms [13,48-50]. It is generally known as a trigonal crystalline polymer con­
sisting of chains of 9/5 or 29/16 helical conformations. Another modification 
is a metastable orthorhombic POM crystal consisting of 2/1 helical chains. 
Unusually well ordered needle-like crystals consisting of extended 9/5 helical 
chains have been prepared. Other typical trigonal single crystals are lamellae 
consisting of regularly folded molecular chains. The solution-grown crystals 
are easily changed by mechanical deformation. The N ujol mull method is 
therefore necessary to obtain IR spectra [49]. No significant differences for 
the two types of samples were obtained from Raman spectra. Wide angle 
X-ray diffraction yielded the same trigonal phase consisting of the 9/5 he­
lices [49]. However, the IR spectra obtained are, significantly different. The 
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Fig. 9.4. Raman spectra obtained for sPP as a function of time at room temper­
ature after initially quenching a molten sample into liquid nitrogen. The arrows 
indicate the trends of the peaks with increasing time 

needle and solution-grown crystals, which give identical X-ray diffraction pat­
terns, exhibit quite different vibrational spectra. In the spectra of folded chain 
crystals, only bands assigned to the Az block shift to higher frequencies. All 
bands of other species A1 and E 1 are the same as those in extended chain 
crystals. Spectra of the POM specimen between these extremes appear as an 
overlap of the two spectra. This set of samples remains poorly understood. 
The differences demonstrate the necessity for use of different techniques to 
properly characterize polymer structure. 

Raman spectroscopy can be a very useful supplementary technique when 
a fiber pattern cannot be obtained because the uniaxially oriented form is 
unstable or not easily synthesized. Polybutene is an example where Raman 
spectroscopy has been used to determine the conformation of the polymer 
chain in the solid state. Polybutene-1 is known to exist in at least three crys­
talline modifications [51]. Form I has a hexagonal unit cell with six 31 he­
lices. Form II has a tetragonal unit cell containing 113 helices and is obtained 
by cooling from the melt. Polybutene will transform slowly and irreversibly 
from II to I at room temperature. Form III is prepared by casting a film 
from benzene, carbon tetrachloride, toluene, p-xylene, or decaline solutions. 
At elevated temperatures, form III will transform to form II and then spon­
taneously to form I. An X-ray fiber pattern of form III cannot be obtained 
due to its instability at elevated temperatures. Form III is thought to have 
an orthorhombic unit cell. Recent Raman results suggest a 103 helix. The 
Raman spectra for forms I, II, and III are shown in Fig. 9.5. Infrared and 
Raman data have been reported previously for all crystalline forms [51,52]. 
Because the bands at 77 4, 824, 875, and 982 em - 1 contain significant con-
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Fig. 9.5. Raman spectra of polybutene-1; (a) Form I; (b) Form II; (c) Form III (51) 

tributions from backbone skeletal stretching [53], both their frequencies and 
intensities are sensitive to changes in chain conformation. 

To determine the conformation of form III from the Raman spectrum, 
the functional relationship between these vibrational modes and changes in 
the chain conformation must be established. Normal coordinate analysis sug­
gested a linear relationship between the calculated frequency and helix angle 
for the limited region between 98 and 120° [51). In fact, this type of func­
tional relationship between chain conformation and the frequency of skeletal 
deformation has also been observed in other polymers including polypeptides 
and proteins [54,55). This frequency-structure correlation suggests that the 
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observed frequencies for form I and form II may be plotted and that, from the 
observed frequencies of form III, an interpolation made to determine the helix 
angle for form III. The correlation would predict form III as having a 103 he­
lix, consistent with X-ray diffraction data. In this case, Raman complements 
the diffraction techniques for elucidating polymer structure. 

9.1.1 Amorphous Polymers: Low Frequency Observations 

Many amorphous materials exhibit an extremely broad, low-frequency Ra­
man band. This is true for polycarbonate, PMMA, and polystyrene [56}. 
These bands provide information on the density of states (directly related to 
the intensity distribution of the broad Raman-active band) as well as on the 
anomalous specific heat behavior [56}. Spectra from these amorphous poly­
mers show many similarities. The separation of main-chain and side-chain 
bands is often important in modeling the specific heat, which makes band 
assignments important [57,58]. This separation is analogous to the inclusion 
of optic and acoustic vibrations in the specific heat calculations [59}. The 
low-frequency region is expected to contain both intrachain skeletal bending 
modes and interchain lattice modes. A strong, broad band assigned to the 
amorphous phase was also observed in PET [60} at rv 215cm-1 . Other bands 
in the 129 and 73 em -l region are delocalized skeletal vibrations associated 
with several monomer units. This interpretation is supported by normal co­
ordinate analysis, which predicts a symmetric in-plane deformation mode at 
280cm-1 and torsional modes involving.both ester and glycol units at 119 
and 63cm- 1 . 

In the quasiharmonic approximation the specific heat at low temperature 
is given by 

1Wmax ( nw ) e-nw/kBT 

Cv = kB Wmm g(w) kBT ( e-liw/kBT- 1)2 dw' (9.1) 

where g(w) is the density of states in the low-frequency region, kB is Boltz­
mann's constant, and Tis temperature. The scattering intensity I is related 
to the density of states by 

(9.2) 

Thus, the low-frequency Raman intensity is related to the specific heat. The 
Raman observations for amorphous polycarbonate are shown in Fig. 9.6. As 
shown in Fig. 9. 7, the calculated specific heat [56] shows good agreement with 
experiments. 

Low-lying vibrations can also be used to examine intermolecular interac­
tions and associated steric hindrance to intrachain motions, thus providing 
information regarding free volume [61}. Nearly 100% syndiotactic polystyrene 
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Fig. 9.6. Low frequency Raman spectra from amorphous polycarbonate at tem­
peratures of 293, 197, 125, 95, and 85 K 

(sPS) has been reported [62). The solid-state structure includes several well­
defined crystalline phases, which display at least 2 different chain conforma­
tions [63-69). The all-trans planar zigzag structure is thermodynamically fa­
vored compared with the helical ttgg conformation [70]. Transformation from 
the helical to the all-trans phase can be accomplished by thermal annealing. 
The helical phase can be generated by exposing sPS to various solvents [63-
66,69). 

A striking spectroscopic feature associated with polystyrene-type poly­
mers is the intense, broad, ("' 100 em -l) polarized vibration observed in the 
20-200cm- 1 region (Fig. 9.8) [61). This band, first observed for sPS, is inde­
pendent of molecular weight, degree of crystallinity, tacticity, or chain confor­
mation [61). As mentioned above, such low frequency bands are delocalized 
in most polymers, extremely sensitive to changes in chain conformation and 
packing, and usually difficult to assign unambiguously. Since this band is in­
dependent of the chemical structure of polystyrene, it is most likely associated 
with the torsional mode of an aromatic ring [61,71). This band has also been 
associated with chain dynamics. Its usefulness for assessing intermolecular 
environments in various sPS crystals and complexes was explored. 
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Several unusual features should be emphasized. The vibrational frequency 
depends on the exact location of substitution on the ring. A methyl group 

placed at the para-position leaves the frequency unperturbed. A substitution 
at the ortho-position changes the frequency. The band intensity is related 
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Fig. 9.9. Polarized Raman-active low-frequency band observed for sPS 

to the mass of substitution [71). The measured depolarization ratio rv 0.22 
(Fig. 9.9). Assigning this band to the torsional motion of the planar phenyl 
ring attached to the polymer backbone is consistent with its high inten­
sity [61). The optical activity of this vibration is such that the first overtone is 
responsible for the observed intensity, while the fundamental is forbidden [61)! 
The changes in the polarizability tensor elements have also been predicted 
using ab initio calculations performed with the GAUSSUN 86 package for 
the related compound p-difluorobenzene at the 3-21G level of theory. A quite 
strong 0-2 phenyl torsion transition has been reported in the 112-128cm-1 

region of the Raman spectrum of styrene. A torsional barrier of 623 em -l 

(1. 78 kcaljmol) has been estimated from these data [72). This mode has not 
been observed in the IR spectrum [73). The reported Raman-active over­
tone band has approximately the same intensity as other strong bands of 
polystyrene. The torsional barrier height in styrene directly determines its 
torsional frequency and has been predicted with ab initio methods [74). Al­
though this vibration is intramolecular in origin, the bandwidth was found to 
be highly sensitive to the solvent-complexed crystalline state and, therefore, 
the intermolecular ring environment (Fig. 9.8). This observation suggests that 
such a vibrational band could be useful for examining the polymer-solvent 
specific interactions and, therefore, the formation mechanism of the helical 
crystalline phase in sPS. The similar behavior of this band in syndiotactic, 
atactic, and isotactic isomers suggests that this region of the Raman spec­
trum may be useful in determining the free volume associated with polymer 
chains in a variety of environments (Fig. 9.8) [61) .. 

9.1.2 Solid State Properties 

Raman spectroscopy can also determine chain packing and associated struc­
tural transitions in semi-crystalline polymer solids. Since the low-frequency 
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spectrum is accessible in Raman spectroscopy, the magnitude and specificity 
of intermolecular interactions can be directly probed. Lattice modes repre­
senting interchain external vibrations or delocalized skeletal modes are found 
in the low-frequency region. In the crystalline portion of semi-crystalline poly­
mers, the effects of intermolecular forces are usually quite small and difficult 
to analyze in a quantitative fashion. The frequencies associated with different 
species of the unit cell are not very different from the fundamental frequen­
cies of an isolated chain. Furthermore, lattice modes have only been observed 
in a limited number of polymers [42,46]. Thus, intermolecular interactions in 
polymer crystals continue to be poorly understood. 

For highly crystalline trans-1,4-polybutadiene (TPBD), the vibrations ob­
served below 200cm-1 in theIR and Raman spectra were all assignable to 
lattice modes (Fig. 9.10) [42]. This is indicated not only by the fact that 
the single-chain calculation predicts no modes below 200 cm-1 [42,75], but 
by their temperature dependence as well. When the temperature is lowered, 
the Raman bands at 48, 70, 104, and 118 cm-1 , all exhibit large shifts to 
higher frequencies. This is characteristic of interchain modes since the inter­
molecular interactions increase in magnitude as the distances diminish in the 
contracted unit cell. Crystal-field splittings should also increase under these 
circumstances, as seen for the bands near 240 em - 1 . Similar effects have been 
noted in polyethylene. In addition, if the TPBD sample is heated beyond 
the crystal phase transition, these four Raman bands disappear. This is as 
expected, since not only do distances between chains increase but there is 
an increase in torsional oscillations within the chain. Both features diminish 
the magnitude and specificity of interchain interactions. These characteris-

0 

Raman shift (em -l) 

Fig. 9.10. Low-frequency Raman spectrum of TPBD at llOK, using an iodine 
absorption cell. Bandpass, 3cm-1 , Laser power, 150rnW at 5145.42A 
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tics unambiguously identify these bands as lattice modes, although specific 
assignments have to be determined from normal vibration calculations. Sev­
eral studies have used TPBD as a model to investigate intermolecular forces 
and their influence on chain conformation. By incorporating intermolecular 
atom-atom interactions derived using other characterization techniques, these 
lattice modes and crystal-field effects have all been satisfactorily accounted 
for [42,75]. In the early studies, X-ray results from crystalline TPDB were 
used for a normal vibration analysis of the crystal [76-78]. The observed inter­
molecular modes and their crystal-field splittings were satisfactorily explained 
by a normal coordinate analysis involving addition of an interchain potential 
to an intrachain force field [42]. By studying TPBD in the highly crystalline 
state as well as in single crystals, the bands associated with noncrystalline 
conformations were also assigned. 

TPBD has a first-order crystal-crystal phase transition at 76 oc [78,79]. 
Two crystalline forms are known to exist, and the transformation at 76 °C be­
tween the two forms is reversible. The crystal structure changes from a mon­
oclinic unit cell to pseudo-hexagonal packing at high temperature. The con­
formational changes of the chain associated with the phase transition are: (1) 
a change in the -CH -CH2-, ¢ angle, from 60-71 o to 100°, causing a short­
ening of the repeat length from 4.83 to 4.66 A; (2) a considerable distortion 
in the molecular chain due to torsional disorder about c-c bonds; (3) an 
increase in the interchain distance in the unit cell from 4.54-4.60 to 4.95 A. 
The distortion of the molecular chain may have the following consequences: 
(1) Chains may exist with irregular conformations, which have lost the in­
version symmetry and cause breakdowns of the mutual exclusion principle; 
(2) In some chain segments, the CH2-CH2 groups may no longer be trans 

to each other, which may result in observation of trans-gauche amorphous 
bands. 

The general similarity between the high-temperature and room tempera­
ture spectra shows that no additional bands can be attributed to trans-gauche 
conformations [75]. Even though considerable distortions must exist in the 
high-temperature form of TPBD, Raman spectra show that the molecular 
chain has a large degree of conformational regularity, consistent with X­
ray results. The Raman-active lattice modes observed at 48, 70, 104, and 
118cm-1 disappear when the sample is heated beyond the phase transition. 
This is to be expected, since not only does the distance between chains in­
crease but there is an increase of torsional disorder about the C-C bond as 
well as translational disorder along the chain axis. The intense CH2-CH2 
torsional mode, observed at 239cm- 1 (room temperature), becomes diffuse 
and unobservable at high temperature. This is also expected as a result of 
the torsional disorder in the chain above the transition. Close to the transi­
tion temperature, the 549 (skeletal angle bend), 1305 (CH2 twist), 1340 (CH2 
wag), and 1433 (CH2 bend) cm-1 bands all show a doublet in the spectra. 
The two components correspond to the two structures above and below the 
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phase transition. Only one band exists below 70 oc or above 80 °C. This is 
consistent with X-ray studies of single crystals, which indicate that the two 
forms coexist between 55.5 and 69.5 °C. This coexistence suggests that the' 
energy minima for TPBD may not be as shallow as previously assumed (80]. 
The fact that there is only one component below and one above the phase 
transition temperature indicates that only one form of the chain exists with 
little interconversion between the different conformations. The interconver­
sion takes place only at the onset of the crystal-crystal phase transition. At 
high temperatures the intramolecular conformational freedom may be large 
and will have the effect of significantly diminishing the magnitude and speci­
ficity broadening and cause the disappearance of some normal modes. Al­
though a distribution of conformations exists at any given temperature, the 
spectra indicate that certain specific conformations are favored. 

9.2 Polymer Anisotropy 

9.2.1 Motivation 

Material properties such as thermal conductivity, optical transmission, elec­
trical conduction, piezoelectricity, shrinkage stability, and, particularly, me­
chanical performance are all dependent on the degree of anisotropy. For many 
polymer applications, high modulus and strength are especially important. 
These qualities can be obtained by deforming isotropic solids to achieve the 
necessary degree of anisotropy. In polymers secondary forces associated with 
interchain interactions are much weaker than the primary forces that form 
the polymer chain backbone. Therefore, the force necessary to deform or elon­
gate the chain will always be higher than that required for chain separation. 
This is the motivation associated with processing isotropic to anisotropic 
states. The deformation process induces alignment of molecular chains along 
a specific direction that results in an increase in strength and modulus of the 
material in that direction. Uniaxial deformation is used to make samples of 
a fibrous nature. Biaxial orientation along two perpendicular axes has been 
successful in producing materials of interwoven fibers to yield films or sheets 
with desirable mechanical performance along the two plane axes. Double ori­
entation has also been found in polymer samples such as rolled polyethylene 
and polypropylenes. In this case, double orientation occurs when the chain 
axis is aligned along one specific deformation direction and other crystal axes 
also possess preferred directions. For amorphous samples, it is important to 
understand the deformation behavior of individual chains. For crystalline 
polymers, the deformation behavior must be related to the relative motion 
of amorphous chains and crystalline regions. The deformation process must 
be correlated with the deformation mechanisms available to the crystalline 
portion. The crystalline degree, size, perfection, and interconnectivity are 
all important in the overall consideration of deformation mechanisms. The 
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absence of a valid model to describe the deformation process makes experi­
mental studies extremely important in relating the structure to the applied 
stress or strain. 

A common measure of mechanical performance of a processed polymer is 
its modulus measured under extension. The experimental values generally fall 
substantially lower than theoretical estimates. This difference is undoubtedly 
due to both conformation and orientation disorder in the processed sam­
ples. The best illustration of the complex processing steps required and the 
resulting structure is polyethylene. Gel-spun polyethylene fibers and biax­
ial oriented blown films have better properties than the isotropic state [81). 
Polyethylene has been manufactured for over 60 years and is widely viewed 
as a commodity plastic. Its primary material attributes are toughness, flex­
ibility, and ease of processing. The modulus of as-polymerized material is 
typically in the range of 1 GPa. Pennings [81) showed that the modulus of 
polyethylene can be increased significantly to a value approaching theory, 
"' 300 GPa [82,83). The gel-spun method presented schematically in Fig. 9.11 
is a complicated process, which stretches the chains from a "low entangle­
ment" gel mass quench into a crystalline state before drawing into a highly 
oriented state [84). In processed fibers virtually all chains are perfectly ex­
tended and aligned with respect to the deformation: axis, thus producing an 
extremely high modulus. The force required to deform a backbone bond is 
approximately 10 times higher than that needed to deform a valence angle, 
which, in turn, is approximately 10 times higher than that needed to change 
the torsional angle of bonds along the backbone. If it is possible to orient and 

Gel 
Extru~ion 

Gel Fiber Crystallized "Low 
Entanglement"• Fiber 

Fig. 9.11. Schematic diagram of the Smith and Lemstra gel-drawing experiment 
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extend individual polyethylene chains into a planar zigzag conformation as 
in these highly deformed fibers, thus eliminating the torsional deformation 
of disordered chains, then the modulus can be increased significantly (85]. 
The modulus for these gel-spun fibers exceeds that of most high-performance 
materials of comparable density. 

Analysis of chain conformation distribution and segment orientation for 
both crystalline and amorphous regions is needed to assess the efficiency of 
various processing methods used to achieve anisotropy. Ultimately the me­
chanical properties obtained for highly deformed polymers are dependent 
on minute structural defects. The various postulated models are shown in 
Fig. 9.12. An estimate of the theoretical modulus is necessary for evaluat­
ing processing efficiency. A number of studies have been devoted to calcu­
lation of ultimate modulus of various polymers using force constants de­
rived from vibrational spectroscopy (86]. Changes in the helical parameters 
can be related to changes in bond length, valence angles, and torsional an­
gles. These relationships can be determined for virtually any helix, simple or 
complex [86]. For the simplest case, polyethylene, the calculated modulus is 
340 GPa, which is close to the experimental value. Similarly the calculated 

u ~ u 

b 
c 

d 

Fig. 9.12. (a) Peterlin's model for cold drawn microfibers (136); (b) Prevorsek's 
model for nylon-6 (244); (c) Fisher's model for drawn fibers [245); (d) Clark's model 
for drawn fibers (246); (e) Ward's model for hot drawn and solid state extruded 
fibers (247,248) 

f 
1' 



388 Shaw Ling Hsu 

1.0 

114C 

t.O 
N 

0 
>; 
E .. 
E 4-0 .. 

c: 
<l 
II 
E 

c!' 
<l 

z.o 

EXTIIUSIOH DRAW RATIO 

Fig. 9.13. Variation of Llnam with extrusion draw ratio for ultra-oriented high 
density polyethylene extruded at 0.23 GPa and temperatures as shown (249) 

modulus for polypropylene is "' 42 GPa, also quite close to the experimental 
value (87]. 
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Fig. 9.14. Dependence of tensile modulus on fiber extrusion draw ratio at vari­
ous temperatures. The high density polyethylene was crystallized at 0.23 GPa and 
134°C (249) 
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Polymers are processed to reduce structural defects and to achieve seg­
mental orientation. Undoubtedly these two aspects are correlated, making the 
measurement of sample anisotropy a crucial one. Different characterization 
techniques measure segmental orientation of different morphological subunits. 
Some measure overall sample anisotropy. Others measure specific structural 
units, crystalline, amorphous, or interface. Different portions of samples expe­
riencing different forces may yield different degrees of orientation. For exam­
ple, the interior of an extrudate may yield a considerably different degree of 
orientation in comparison to its surface. Techniques for assessing the increase 
in sample anisotropy as a function of deformation include X-ray diffraction, 
IR dichroism, polarized Raman scattering, birefringence, NMR, fluorescence, 
and measurements of sample density. Yet, virtually all techniques lose sensi­
tivity as draw ratio increases (Fig. 9.13). The one property that continues to 
change uniformly is sample modulus (Fig. 9.14). 

9.2.2 Partially Oriented Systems 

As demonstrated above, the modulus of a sample being deformed is directly 
related to the degree of deformation, draw ratio. The less than ideal modu­
lus value is then related to the less than perfect segment orientation along 
the deformation axis. Both conformation and orientation changes become 
more difficult to measure as the sample deformation increases. Because of 
its sensitivity to short range order, however, Raman spectroscopy is capable 
of providing detailed information regarding orientation of chain segments, in 
the ordered or disordered states, and for a large variety of samples, including 
fibers and films. 

The use of Raman spectroscopy to characterize segmental orientation is 
a well-developed subject. The Raman scattering tensor a: for each vibration 
contains 6 independent elements. The forms of each tensor depend on the 
polymer and vibrational mode symmetries and are tabulated in most spec­
troscopy textbooks (21]. If the molecular axes are well defined with respect 
to the laboratory frame, it is possible to measure each individual element by 
varying the molecular orientation relative to the polarization of the incident 
radiation. The expression relating the scattering tensor in the molecular and 
laboratory frames is shown below: 

(9.3) 

(9.4) 

where P is the induced dipole due to the polarizability change, E is the 
electric field, and T is the matrix relating the molecular to the laboratory 
frame. It should be mentioned that care should be taken to account for the 
inherent polarization dependence of the spectrometer. In addition, sample 
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Fig. 9.15. Three fiber/uniaxial sample orientations relative to the incident radia­
tion 

inhomogeneity (for example large crystallite size) can scatter light and thus 
perturb the measured polarization characteristics. 

For samples deformed to various stages of anisotropy, the relationship 
between the molecule and laboratory frames is partially lost. The macro­
scopic orientation of a sample is the average orientation of each of its micro­
structural units. For partially-oriented uniaxial systems, the 6 independent el­
ements in the scattering tensor are mixed due to the 2 indistinguishable axes. 
In each case, only 4 elements can be measured. The polarized Raman scat­
tering geometries for these partially oriented systems are shown in Figs. 9.15 
and 9.16. For these cases, the average of all orientations will be necessary. 
For both uniaxial and biaxial systems, Snyder has tabulated the spatially 
averaged components of the differential polarizability tensor (27,28]. Spectra 
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Fig. 9.16. Three film/uniplanar sample orientations relative to the incident radia­
tion 
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Fig. 9.17. Polarized Raman spectra of oriented isotactic polypropylene fibers (26) 

obtained for a uniaxial isotactic polypropylene (iPP) sample are shown in 
Fig. 9.17. 

Referring to Figs. 9.15 and 9.16, the tensors for partially oriented systems 
are 

(9.5) 
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c·~A,) Orientation B: a= Aa A1 A2 (9.6) 
Aa A2 A1 c• A, A,) Orientation C: a= A2 A1 Aa (9.7) 
Aa Aa A4 

For example in a uniaxial system the A's are 

1 ( 2 2) 1 2 1 2 2 
A1 = S 2a + b , A2 = Sb , Aa = 2c , A4 = d , (9.8) 

where the coefficients a, b, c, and d are defined as 

a2 = (axx + ayy) 2 , b2 = (axx- ayy)2 + 4a;Y, 
2_ 2 2 d2- 2 

C - ayz + azx ' - azz · (9.9) 

The use of Raman spectroscopy in orientation studies is illustrated in the 
examples below. As shown in Fig. 9.18, the CH stretching vibration region 
changes significantly as a function of draw ratio. A completely symmetric 
Ag CH2 stretching vibration should be found in this region at 2850cm-1. 

The asymmetric CH2 stretching vibration is found at "' 2900 em -l. By using 

2800 2850 2900 2950 

FREQUENCY IN CM -1 

Fig. 9.18. CH stretching region change in polyethylene as a function of draw ratio X 
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the zz geometry, it is possible to eliminate contributions from the asymmet­
ric stretching component. In fact, one can assign all 3 peaks to the same 
symmetric stretching vibration [29]. The additional components arise from 
Fermi resonance interactions between the fundamentals of the stretching and 
the second harmonic of the CH2 bending vibrations. Similarly, in the CH2 

bending region, only two components are expected; four are observed. A de­
tailed understanding of the optical activity of oriented polyethylene leads 
to assignments of the vibrational modes and allows their use in structural 
analysis [29]. 

Industrial processes include melt spinning, injection molding, blow mold­
ing and tubular film extrusion. When a polymer is extruded in the molten 
state, the major part of the deformation occurs prior to solidification. How­
ever, the degree of orientation depends on the relaxation process and stress 
at the time of solidification. Usually, the degree of orientation is not very high 
and may depend on the temperature profile in various portions of the sam­
ple. In order to obtain higher orientation, polymers have to be reprocessed 
in the solid state by drawing, rolling or extrusion. This is especially true 
for thick sheets, rods or objects of other shapes. The complementary nature 
of several techniques, including Raman, has been demonstrated in the char­
acterization of segmental orientation in thick polyethylene samples [88]. In 
this work the original specimens, with dimensions of the order of a em, were 
cut to obtain 1-mm thick platelets, and the crystalline and amorphous por­
tions were compared. It was possible to measure crystalline orientation using 
X-ray diffraction or the 1894cm-1 IR-active bands [88]. The orientation dif­
fers from the amorphous regions as indicated by the orientation behavior of 
the 1130 and 1060cm-1 Raman-active skeletal stretching bands arising from 
vinyl end groups. The behavior for the first draw and changes in orientation 
of the second draw process were probed. Depending on the type of processing 
and the 3D objects produced, the degree of orientation between the center 
and the surface may differ. In some cases, the values obtained from Raman 
spectroscopy are lower than those calculated for the crystal phase from X­
ray diffraction and from polarized IR, but are higher than the orientation 
determined for vinyl end groups. This intermediate result can be explained 
by the fact that the 1130 and 1060cm-1 Raman bands are assignable to the 
all-trans conformers, found in both the amorphous and crystalline regions. 
The values obtained from X-ray and Raman methods at various locations in 
the samples are shown in Fig. 9.19. 

Isotactic polypropylene (iPP) exists in a 31 helix. Its vibrations can be 
divided into 25 A modes and 26 degenerate E modes. The A modes are 
polarized and E modes depolarized in the Raman spectrum. Very different 
spectra are obtained for the uniaxially oriented sample. Here, the chain seg­
ment orientation lies somewhere between the random case for gases or liquids 
and the perfectly oriented case for macroscopic single crystals. In most cases, 
some degree of uniaxial orientation can be achieved with appropriate pro-
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Fig. 9.19. (P2)c coefficients measured by X-ray diffraction (110, 200 and 020 reflec­
tions) and by Raman spectroscopy at different positions for the Hl, H2, and H3 
platelets (88) 

cessing techniques. The identification of the symmetries of normal vibrations 
is achieved by performing appropriate Raman scattering experiments (25,26], 
which are easier to conduct than the corresponding IR experiments. The 
assignments of various modes to A or E symmetry has been found to be 
important in structural consideration. 

9.2.3 Definition of Orientation Function 

It is important both to deduce the anisotropy achieved and to model the 
process as a function of draw ratio, at least in a semi-quantitative fashion. 
The orientation distribution function, which describes how chain segments 
are oriented to a reference axis usually defined by the processing method, 
is then employed. As mentioned above, even for highly deformed material, 
some imperfection in segmental orientation remains. Knowledge concerning 
the molecular mechanism and the degree of segmental orientation achievable 
by various drawing, extrusion or other deformation techniques is, in fact, 
quite limited. Two aspects describing the formation of anisotropic polymers 
need to be defined: a quantitative description of segment orientation achieved 
and the relationship between segment orientation and draw ratio. 

The distribution of chain segments relative to the reference axis is defined 
as the fraction of chains in each angular volume element [89]: 

dn 
N = /((, ¢)d( d¢, (9.10) 
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where ( = cos() with () the angle measured with respect to the reference axis. 
In three dimensions, the distribution function is often expanded as [90,91] 

()() l 

f((,¢) = L L CtrnPlrn(()eirn</>' (9.11) 
l=O rn=-l 

where P,rn is the normalized associated Legendre polynomial and the coeffi­
cients Ctrn are determined from 

(9.12) 

If the system has no angular dependence (uniaxially oriented with a symmetry 
plane perpendicular to the deformation axis), then all Ctrn vanish except for 
m = 0. Thus the distribution function can be written as 

f((, ¢) = L CzPz((), (9.13) 
l=O 

and then 

Ct = [
1

1 
f(()Pz(()d(. (9.14) 

For an axially symmetric system, only even Legendre polynomials are re­
tained in the expression: 

Po(() = 1 
1 2 P2(() = 2(3( - 1) 

P4(() = ~(35(4 - 30(2 + 3) . 

(9.15) 

A full description of the segmental orientation function requires that the 
individual components be defined. The C coefficients represent the contri­
bution from each Legendre polynomial. The second order coefficient is the 
well-known "Herman orientation function" [92] and is generally the only one 
used for structural analysis, 

(9.16) 

This expression represents an average taken over all orientations of the sam­
ple. Many methods can measure the second moment C2 , which ranges from 
-0.5 to 1.0. In one extreme the segment is oriented perpendicular and in 
the other parallel to the deformation axis. C2 = 0 corresponds to random 
orientation. For IR spectroscopy, the second moment is usually given by: 

G _ D -1 Do+ 2 
2 - D + 2 Do -1' 

(9.17) 
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where D is the dichroic ratio, Do = 2 cot 2(3, and (3 is the angle of the tran­
sition moment with respect to the chain axis. 

Both Raman and NMR can measure higher moments such as C4 . In prac­
tice, experimental difficulties severely limit applications of the full theory [93]. 
Only X-ray diffraction is capable of accurately measuring higher moments of 
the distribution function [88,94], but the high quality diffraction data neces­
sary for this are difficult to obtain. For small draw ratios, evaluation of C2 

is usually quite sufficient; higher moments are needed for highly deformed 
samples. 

The expressions presented above measure the segment distribution rel­
ative to an axis. It is often desirable to relate this distribution function to 
the degree of deformation associated with the polymer chain transforma­
tion from isotropic to anisotropic states. This transformation is dependent 
on the size, perfection, and interconnectivity of the morphological units. In 
semi-crystalline polymers, the deformation behavior depends on the degree 
of crystallinity, crystal size, perfection of crystalline units, and, very impor­
tantly, the amorphous segments connecting these crystalline units. These ex­
pressions are highly dependent on the models used. The only case that can 
be solved in closed form, the Gaussian chain model, is a network consist­
ing of totally flexible chains and chain segments. This model quantifies the 
angle between each chain segment and the end-to-end vector as this vector 
elongates and orients when the overall sample is deformed. The model gives 
a surprisingly weak dependence of thA orientation on draw ratio [90,91]. How­
ever, if the number of connecting units between segments is small, the change 
in orientation function increases significantly with strain [95]. 

9.3 Long-Range Order and Disorder in Polymers 

9.3.1 Initial Observations Made for Models and Polymers 

The strength of vibrational spectroscopy lies in its ability to characterize 
the chemical composition and local structure of polymers. The intense lon­
gitudinal acoustic mode (LAM) in the extremely low-frequency ( < 50 cm-1 ) 

Raman spectra of semicrystalline polymers is sensitive to structure on a large 
length scale. Unlike other vibrational modes, this vibration is characteristic of 
polymer chain order over several hundred A. Diffraction methods work best 
on long-range ordered structures. These techniques can accurately provide 
atomic placements and are capable of measuring the size, type, and perfec­
tion of crystalline structures. Raman spectra do not depend on long-range 
coherence. Therefore, this low-frequency vibration provides a different mor­
phological probe to characterize structural units in semi-crystalline polymers. 

The observation and characterization of LAM in n-paraffins and in poly­
ethylene are well established. The earliest observation of such a Raman-active 
fundamental mode in n-paraffins, whose frequency is inversely proportional 
to the planar zigzag chain length, was made in 1949 [96]. In fact, a series 
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of intense vibrations was observed in the low-frequency region of the Raman 
spectra. The main characteristics of the lowest frequency component of these 
vibrations were its high intensity and its frequency being inversely propor­
tional to the straight chain segment length. It was hypothesized that this 
mode corresponds to the longitudinal acoustic vibration along the backbone 
of the entire chain segment, whose frequency is then given by: 

v=2;L~· (9.18) 

In this expression m is the order of the mode (only odd modes are Raman 
active), cis the speed of light, L is the straight chain segment, E is Young's 
modulus, and pis the single chain density. This expression is analogous to that 
for the sound velocity in an elastic rod. There are many other descriptions of 
this LAM, such as the frequency associated with the standing wave of an open 
organ pipe. Various continuum models have been proposed as an explanation 
for the origin of the mode. A full normal coordinate analysis provides the only 
complete explanation for this type of motion. A more detailed study showed 
higher orders of the LAM, whose frequencies agreed well with the calculated 
dispersion curves of an infinite planar zigzag chain (82]. 

This vibration was seen some years later in single crystals of polyethy­
lene [45]. In that report a direct relationship was found between the central 
frequency of the mode and the long period in small angle X-ray scattering 
(SAXS). The assumption is that the straight chain segment is the segment 
within the crystalline region, which corresponds to the lamella thickness. It 
should be emphasized that these two techniques are very different in origin. 
The long period measured by SAXS originates from density differences be­
tween the crystalline and amorphous regions. SAXS measures the distance 
and how the individual lamellae stack relative to each other. Thus the mea­
sured long period includes contributions from the amorphous regions as well. 
An additional factor for consideration is the fact that chain tilt may occur 
in the crystalline regions [97]. The Raman technique measures the straight 
chain segment in the lamellae independent of the degree of tilt. 

9.3.2 Other LAM Observations 

Successful observations of LAM have been confined mainly to polymers pos­
sessing fairly simple chain conformations and chemical units such as polyethy­
lene, which has a high single modulus but low density. The observation of 
LAM in other polymers proved elusive for quite some time, despite numerous 
attempts. Polymers such as the well-defined model polypeptides are among 
the notable failures [98-100]. Even in fairly similar systems such as iPP, 
LAM was not obtained until ,...., 25 years after the initial observation. Several 
unsuccessful attempts were made to observe the LAM in isothermally crys­
tallized or cold drawn material [97]. The first successful LAM observation was 
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for iPP prepared under special conditions of extrusion and orientation [87). 
The sample was obtained by the "solid-state" extrusion technique. Both sam­
ple transparency and the preferential reduction in Rayleigh scattering, done 
with the iodine filter, made the observation possible [97]. The low-frequency 
Raman spectra observed at 300 and 100 K for a polypropylene sample ex­
truded at 130 oc are shown in Fig. 9.20. Both Stokes and anti-Stokes shifts 
were measured. The mode was at 9.2 and 9.8cm-1 at 300K and lOOK, re­
spectively. Two characteristics of the low-frequency Raman band observed in 
extruded polypropylene strongly indicate that it represents a LAM associ­
ated with lamellar components of the sample: (1) Its frequency is inversely 
proportional to chain length (shown below) and (2) The intensity is exceed­
ingly strong, in fact much stronger than the skeletal deformation A mode at 
398cm-1 . 

LAM has now been observed in a number of polymer systems such as 
polytetrafluoroethylene, POM [101-103], and poly(ethylene oxide) (PEO) 

a) 

b) 

010ZOJ04050 
FREOOENCY IN cm-1 

Fig. 9.20. Raman spectra of highly oriented transparent polypropylene (a) at 300 K 
and (b) at llOK. Band at right is at 398cm-1 
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(104-106] as well as in some linear aliphatic polyesters [107-109] and a biode­
gradable thermoplastic, poly (.8-hydroxybutyrate) (PHB) [110]. The inverse 
relationship between the long period measured by SAXS and band frequency 
was observed. In addition, the vibration was found to be extremely intense 
as is characteristic of longitudinal acoustic modes. The LAM observation in 
PHB is especially intriguing, since its chemical structure and the equilibrium 
conformation differ significantly from those of all other polymers known to 
exhibit LAM bands. 

The fact that LAM is not easily found in other polymers can be under­
stood from the fact that force as well as mass perturbations along the chain 
may lead to coupling of transverse and longitudinal motions. The effect of 
''perturbing'' influences within chains such as methyl side-group placement on 
n-alkanes [111], double bond placement in trans-alkanes (112] and hydrogen 
bonds [113] has been studied and shown to affect the LAM to varying degrees 
in both intensity and frequency. In another study, simple linear aliphatic 
chains were modified by the placement of well-spaced ester groups along 
the polymer backbone. A LAM-like vibration was also observed for these 
polyesters [107-109). Based on a series of normal vibrational analyses, the 
effect of masses placed off the main chain axis was investigated for this series 
of polyesters. Well-spaced ester groups act as unbalanced mass units, leading 
to the presence of several LAM-like modes, each with differing amounts of 
transverse and longitudinal character (108]. This may provide an explana­
tion for the presence of the second unassigned low-frequency band centered 
around 9cm-1 found for PHB. With increased structural complexity, these 
structural perturbations may become more significant, leading eventually to 
the total disruption of any longitudinal acoustic mode. Thus, in addition to its 
use as a morphological tool, LAM in PHB provides an opportunity to study 
the origin of LAM in a structurally more complicated polymer than those 
reported earlier. As such, it should aid in identifying factors that determine 
the appearance or non-appearance of LAM in specific polymer chains, leading 
to a better understanding of LAM in non-polyethylene-like structures. 

In earlier studies on polyethylene-like chains, the strong intensity was 
found to be due to the large change in polarizability associated with the long 
chain motion of this mode and the Boltzmann factor associated with low lying 
vibrations (21,82,114]. The polarizability change of a number of polymers 
with non-carbon atoms has yet to be determined and, in fact, may be quite 
small. Interestingly, however, PHB, clearly exhibits LAM even though it has 
a large number of "perturbing" groups comprising a mix of closely spaced 
methyl units and ester groups as well as possibly an intermolecular effect 
between ester groups. The ester groups for the linear aliphatic polyesters 
were sufficiently well-spaced so that in the crystalline state the chains formed 
a nearly planar zigzag [108]. Compared with polymers such as iPP, POM, 
PEO and polytetrafluoroethylene in which LAM has also been observed, PHB 
is clearly the most unlike polyethylene. 
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Structural defects such as chain branching may affect the frequency of 
the LAM [111-113). As intuition would suggest, placing the chain branch at 
the node, i.e. the center of the chain, produces little, if any, perturbation. 
In contrast, if this structural defect is placed at the antinode of the vibra­
tion, i.e. near the chain ends, substantial perturbation is observed. Following 
these earlier studies, end effects continue to attract interest. For example, the 
presence of an amorphous or loosely folded layer of material at the lamellae 
surface must perturb the effective frequency, intensity, and distribution of 
the LAM observed for semi-crystalline polymers. That the frequency-chain 
length relationship could not correspond exactly to the relationship derived 
from the n-paraffins was already evident from normal vibration calculations 
on n-paraffins and cyclic C34H68 (97]. Analysis of these perturbing effects 
can also be pursued by treating the LAM as the vibration of an elastic rod 
containing moduli associated with a crystalline portion capped by the amor­
phous regions at the ends [115]. This model was proposed in order to account 
for the anomalously high LAM frequency found for iPP (87]. End effects have 
also been observed for PEO, in which the specific interactions between hy­
droxy end groups strongly perturb both the frequency and relative intensity 
of the LAMs (83,87,104,116]. 

The effects of intermolecular interactions are also interesting to analyze. 
The earliest studies definitely established that the LAM of a planar zigzag 
chain conformation is a single chain phenomenon. Because of the planar 
zigzag structure, LAM in polymethylene systems is necessarily confined to 
the plane containing the skeletal backbone. The LAM is essentially indepen­
dent of intermolecular interactions. N -alkanes are known to exhibit different 
crystalline phases. The LAM frequency remains unchanged when solid-solid 
phase transitions occur (117]. For fluoropolymers, low-frequency modes were 
found for both the solid and melt states (103]. Based on this observation, 
it was suggested that regular extended helical conformations exist in both 
states. The width of LAM relates to the existence of conformational defects 
known to exist in both n-alkanes and fluoro-alkanes [117,118). A previous 
normal coordinate analysis of crystalline PEO has shown that, in contrast 
to all-trans polyethylene chains, in helical chains there is a significant inter­
chain effect due to the large radial component present in the LAM atomic 
displacements for such polymers (106]. Unlike the planar symmetry case, the 
deformation of a helix must necessarily involve winding and unwinding of the 
entire chain segment. The temperature dependence of the frequency change 
suggests that intermolecular interactions may be more important for helical 
chains of low modulus than for those (such as polyethylene) of high modulus. 

9.3.3 Applications of LAM 
to Polymer Structural Characterization 

As mentioned previously, using the relation given by (9.18), the single chain 
elastic modulus within a crystalline lamella for various polymers can be cal-
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Fig. 9.21. Plot of Raman frequency versus L -l. (L is the Bragg spacing of the 
SAXS maximum) 

culated from the slope of the line fitted to the plot of v versus L -l (Fig. 9.21). 
This estimation requires knowledge of the single chain density, which is gen­
erally obtained from the unit cell parameters. For example, the modulus first 
calculated for polyethylene was 360 GPa, which was revised to "' 300 GPa 
when perturbing effects were considered [83]. For polypropylene, the LAM 
measurements yield a value of 36.6 GPa. This is to be compared with the 
measured elastic modulus along the chain direction, "' 41 GPa [86], and a the­
oretical value of 33 GPa obtained [119] using torsional force constants from 
a valence force field [18,120]. Given a crystal density 1.25 g/cm3 [121], the 
single chain elastic modulus of PHB was calculated to be 29.6 GPa, a value 
consistent with that expected for a helix [110]. As stated previously, the fact 
that the modulus along the chain direction can be measured is particularly 
valuable when an estimate of processing efficiency is required. 

LAM spectroscopy is useful for morphological studies, since it provides an 
independent measure of straight chain segment length in polymer systems. 
The central peak position corresponds to the most probable chain length, 
and the bandwidth reflects the chain length distribution. This often yields 
a chain length distribution when no other technique is available. In some 
instances the conversion from frequency space to chain-segment length space 
(weak broad LAM) requires special attention. The Raman intensity of the 
kth mode of a molecule of n chemical repeats is 

(vo - Vn k)4 
I(n, k) ex [ ( h, /k T)] S(n, k) , 

Vn,k 1 - exp - Vn,k B 
(9.19) 

where v 0 and vn,k are the excitation and kth vibrational frequencies, respec­
tively, and S is the scattering activity, which can be related to the change in 
polarizability tensor element, [o/(n, k)j2. The resulting spectrum in terms of 
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Raman shift (em -l) 

Fig. 9.22. Raman spectrum of annealed bulk-crystallized polyethylene plotted in 
terms of ( o:~ ) 2 (122] 

the scattering activity is shown in Fig. 9.22. In this case, even LAM-5 can 
be seen above the noise. As mentioned above, the form of the longitudinal 
mode is clearly defined at the molecular level for a planar zigzag chain con­
formation. For large n, [o:'(n, k)J 2 is proportional to 1/n. If the frequency 
is sufficiently low, the relative occupation term in the denominator is then 
proportional to v(n, k). In order to convert the Raman spectrum to the chain 
segment length distribution, the observed intensity is effectively multiplied 
by v3 [122). For sharp LAM bands, as observed for crystals containing narrow 
distributions, the peak frequency can be used to determine the most probable 
chain segment length. For broad LAM's the peak frequency can be consider­
ably different from that for the most probable chain length in the calculated 
distribution [30,31,122]. 

The LAM observed for short oligomers is easily separated from the 
Rayleigh wings. Because of the longer chain segments in polymer systems, 
their LAM's are usually superimposed on the wings of the Rayleigh line mak­
ing it difficult to obtain the true bandshape and intensity. It is possible to 
determine the difference between the polarized and depolarized spectra [122). 
This applies to highly oriented samples, for which the LAM spectrum is po­
larized. Capaccio, Wilding, and Ward assumed the Rayleigh peak to be Gaus­
sian in shape and removed it from the measured Raman spectra by a curve 
fitting routine [123). One can simply approximate the LAM visually. It is also 
possible to record the Rayleigh profile under the same spectrometer settings 
used to obtain the Rayleigh contribution. In some cases a combination of 
Gaussian and Lorentzian functions is required to fully describe the Rayleigh 
line shapes (0-40cm-1 ) [30,31). After the Rayleigh scattering is removed, 
the LAM peak is corrected for the Boltzmann factor and then converted to 
the chain length distribution. 

Chain folding is a fundamental characteristic associated with crystalliza­
tion behavior of semicrystalline polymers. From the kinetic theory of crys­
tallization, the lamellar thickness is known to depend on the degree of su-
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percooling [124]. The nature of chain folds and end groups may greatly in­
fluence the lamellar thickness and folding scheme in forming morphological 
subunits. DSC, wide angle X-ray diffraction, electron microscopy, and vi­
brational spectroscopy are all used to characterize the crystalline portion of 
semicrystalline polymers. LAM exhibits particular advantages in the charac­
terization of morphological features. For narrow molecular weight fractions 
(Mn = 6000-10,000) a stepwise increase in SAXS lamellar spacings of PEO 
as a function of crystallization temperature has led to the concept of inte­
ger folds (IF) [125]. This phenomenon indicates that the chain ends are not 
located within the crystalline lamellae but are rejected into the thin amor­
phous layers separating the crystals [125). All stems of a molecule are the 
same length with chain ends located at the lamellar surfaces. The initial LAM 
studies of PEO also provided evidence for such IF structures [104]. A Raman 
spectrum of PEO crystals is shown in Fig. 9.23. Three distinct peaks were 
obtained for the crystalline polymers, two of which are shown. None of these 
peaks is present in the melt spectrum. For samples of Mn < 3000, which 
are known to crystallize in a chain-extended form when melt-crystallized at 
25 oc, the observed frequencies of the lowest component show a smooth shift 
to lower values corresponding to the gradual increase in lamellar thickness. 
Those peaks were therefore assigned to the fundamental LAM in PEO. The 
second series of peaks, which are broader and of lower intensity, have higher 

30 20 10 

Raman shift (em -l) 

Fig. 9.23. Low-frequency Raman spectrum for crystalline poly( ethylene oxide) of 
average molecular weight 2000. The Rayleigh scattered peak is recorded on reduced 
scale [104] 
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frequencies by a factor of approximately 2.3 rather than 3.0 as would be ex­
pected for the second overtone. The Raman and X-ray evidence indicate that 
for a crystallization temperature of 25 °C, PEO of Mn ~ 2000 crystallizes 
in the chain-extended form and that of Mn ::2: 4000 in the chain-folded form. 
Fraction 3000 contains both types of crystals. The Raman peak at 12.0 cm-1 , 

which is close to that of fraction 1500, indicates a once-folded crystal of frac­
tion 3000. Unfortunately, the LAM frequency for the chain-extended crystal 
was too low to be observed in that work. Fraction 3000, crystallized at 35 °C, 
yielded a weak Raman peak at 12.0cm-1 , reflecting a decrease in the fraction 
of once-folded material. 

Subsequent LAM studies of PEO, together with DSC and SAXS data, 
suggest the existence of lamellae that contain a mixture of IF structures 
as well as lamellae comprised of chains with simple fractional-integer folds 
(Fig. 9.24) [105]. Such complex folding schemes are also suggested by results 
on ultralong n-paraffins, although the SAXS data were interpreted in terms 
of general noninteger folds [105]. For samples crystallized at lower tempera­
tures, the 11.6cm-l LAM band and the 107 A SAXS spacing clearly indicate 
the presence of independent lamellae of once-folded molecules. On heating, 
such lamellae should be unstable and convert to bilayers, lamellae with ob­
served T m = 58.8 °C. The other LAM and SAXS spacings, i.e., 122 and 128 A, 
respectively, are consistent with lamellae with more than one fold, since the 
length of the molecule is 211 A. In this case, Raman contributes to a funda­
mental understanding of the polymer structure. 

Annealing of semi-crystalline polymers is a difficult process to understand. 
It is known that both microscopic and macroscopic defects are reduced upon 
sample exposure to temperatures somewhat below the crystallization temper­
ature. Polymer crystals are metastable, i.e. the lamellae thickness and lateral 

:: 
i 
! 

•• .. .. 
Raman shift (em -1) 

a) b) 

.. •• , . 
Temperature ("C) 

Fig. 9.24. Low-frequency Raman spectra (a) and DSC melting curves (b) of PEO 
3000 crystallized at different crystallization temperatures (Tc) [105] 
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size are generally determined by the degree of supercooling balanced by the 
side and end free energies. Therefore, as a function of time, chain-folded crys­
tals thicken on heat annealing, and the associated molecular process consists 
of refolding of chains to a greater fold length. The ultimate thickness is highly 
dependent on the initial thickness, and the process is known to be irreversible. 
Thus, thermodynamic equilibrium theory cannot be used to characterize this 
time-dependent behavior [126]. A kinetic theory first proposed by Sanchez 
seems to be the most successful [127]. The driving force is assumed to be the 
decrease in free energy caused by the decrease in the number of folds [127]. 

Molecular annealing mechanisms in polymers are difficult to study, since 
the initial and final states are ill defined. Many techniques can be employed 
to characterize structural changes during annealing. Traditionally thermal 
analysis can be used to follow changes in melting temperature when crystal 
volume increases. Small angle X-ray diffraction can be used to measure the 
long period when crystalline lamellae thicken. Density increases for annealed 
samples can also be measured. LAM has proven particularly useful in this 
area. 

The change in lamellae thickness is intriguing. For some polymers such as 
polyethylene, on holding at a constant temperature the long spacing increases 
first by a rapid jump followed by a continuous fold-length increase proceed­
ing logarithmically with time [127,128]. This increase can level off even on 
a logarithmic scale, an effect that depends on the molecular weight and, 
in particular, on the sharpness of its distribution. Other polymers, such as 
nylons, change in a discontinuous fashion. Chainfolded, solution-crystallized 
polyamides increase their fold lengths only with difficulty. When an increase 
does occur, it is in a discontinuous fashion. In nylon 66 an initial fold length 
of 54-55 A increased in one step to 109 A. The two reflections were visible 
simultaneously and the relative intensity of the former decreased gradually. 
In one instance the enlarged fold length increased discontinuously further to 
225 A, with the 109 A reflection still visible. Clearly the lamellar thickness 
has increased by factors of two and four, the second corresponding to a rep­
etition of the doubling. These data suggest a mechanism [128] illustrated in 
Fig. 9.25. This model was the basis for a detailed diffraction analysis of the 
annealing behavior of dilute solution-grown polyethylene crystals [129,130]. 
It was concluded that well-annealed samples (> 105 seconds) have reduced 
defect density, approaching that for unannealed crystals. Furthermore, for 
annealed samples, preferred chain stem lengths are multiples of the unan­
nealed length. This evidence was cited as support for the crystal thickening 
model proposed earlier. The chain length distribution is plotted in Fig. 9.26. 

A number of Raman studies have been carried out to follow the anneal­
ing behavior of semi-crystalline polymers [131]. The most detailed study of 
changes in segment length distribution employed the LAM technique [132]. 
As in most Raman studies, the time required to accumulate an adequate spec-
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Fig. 9.25a-f. Schematic representation of various stages of the fold length increase 
to a doubled fold length by the Dreyfus scheme as described in the text [128] 

trum is simply too long to follow the changes in segment length as samples 
are annealed. On the other hand, it is not entirely clear that high time reso­
lution is an important issue. The distribution of lengths of straight-chain seg­
ments has been determined for dilute solution-grown polyethylene annealed 
at different temperatures (Fig. 9.27) (132]. Unannealed samples have a most 
probable chain length of 100 A with a distribution of less than 20 A. Samples 
annealed for a long time approach the well defined chain length distribution 
of the initial material. The measured distributions are interesting in that they 
are quite asymmetric. For the annealed sample, the band is asymmetric and 
is more intense on the low-frequency side. After the sample was annealed at 
120 °C, the asymmetry was reversed so that the band became more intense 
on the high-frequency side. Bands associated with intermediate annealing 
temperatures appear to have shoulders. However, they do not appear to be 
consistent with the model proposed earlier (128). 

In polyethylene crystals, the crystal thicknesses form in a continuous fash­
ion as a function of supercooling [124]. Because of their chemical repeat, to 
preserve long-range order in the crystalline state, the lamellar thickness of 
nylons would have to be formed and change in a discontinuous fashion (128]. 
Due to the strong dipole-dipole interactions, one would expect that the 
formation and subsequent changes in polyester crystals would be different 
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Fig. 9.26. Stepped crystal profiles [for (001) direction] calculated from the corre­

lation functions of the specimens annealed at 125 °C. The bars under each profile 

represent the long period (to the same scale) as measured by SAXS [129,130] 

from polyethylene and would possess some of the characteristics of nylons. 

The LAM observed for various as-crystallized and annealed linear aliphatic 

polyesters exhibit a fairly complex pattern (Fig. 9.28). In linear aliphatic 

polyesters, the changes in Raman or SAXS depend very much on the tem­

perature and annealing time. As can be seen in Fig. 9.28, a straight line gives 

a poor fit to the data including different crystallization temperatures and rel­

atively high annealing temperatures (58 °C}. The line does not intercept the 
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Fig. 9.27. Low-frequency Raman spectra of polyethylene single crystal at 28 °C 
after being annealed at successively higher temperatures. Annealing time at each 
temperature was 6 hours [132) 

origin, as one would expect if the frequency were strictly inversely propor­
tional to chain length. This apparent inconsistency may originate from a layer 
of amorphous material located along the crystal boundary. In addition, for 
samples annealed at lower temperature (50 °C), there can be changes in either 
Raman frequency or in the periodicity measured by SAXS, but both need not 
change simultaneously. For long annealing time these data can also be de­
scribed by a linear function, again independent of the initial crystallization 
temperatures. This observation illustrates the complementary nature of the 
Raman and SAXS techniques. The differences revealed by the two techniques 
may be important in structural studies of polyester single crystals. 

As mentioned in the previous section, a number of flexible polymers have 
been solid-state extruded or drawn to form ultra-oriented, high-modulus 
fibers. Information obtained from X-ray scattering, electron microscopy, vi­
brational spectroscopy, and calorimetry has been used to support a number 
of structural models, each differing in the description of the crystallite size 
and connectivity (Fig. 9.12). Poor mechanical properties are usually offered 
as evidence for a significant number of structural defects in the samples. 
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Fig. 9.28. Plot of Raman frequency vs. L -l. (Lis the Bragg spacing of the SAXS 
maximum.) (x) 9-8 Polyesters grown at 25°C and annealed at 50°C; (Y) samples 
grown at 35 °C and annealed at 50 °C; (*) samples grown at 25 °C but annealed 
at 58 °C; (D) samples grown at 35 oc but annealed at 58 oc 

Structural defects can be as high as one for every five chain stems of the lat­
tice of the crystal block. The length distribution of straight-chain segments 
is therefore of great interest. 

The deformation process was studied by measuring LAM spectra at vari­
ous points on drawn polyethylene [123,131). The analysis describes the disrup­
tion of the crystallites occurring at various draw ratios for solid-state extruded 
samples [30,31,133]. The all-trans segment length appears to be uniquely de­
termined by extrusion temperature. This finding essentially agrees with ear­
lier SAXS studies on drawn polymers. The LAM analyses are complicated 
by the fact that the true distribution of extended chain segments is sensi­
tive to the observed half width and difficult to obtain. A split-billet method 
developed at the University of Massachusetts has proven effective in form­
ing ultra-oriented high modulus samples [134]. The effects of temperature 
and draw ratio on chain orientation and extended chain length distribution 
during extrusion were studied by removing a partly extruded billet and ex­
amining points within the die region and along the extruded fiber, which 
revealed various stages of deformation [30,31]. 

In the solid extrusion process, during heating and application of pressure 
before extrusion, the distribution of chain lengths shifted to a higher LMAX, 

by 20 A when compared to the initial material. This change is not obvious 
when observed directly in frequency space but, as mentioned above, it shows 
up in the chain length distribution [30,31]. The shift is quite sensitive to the 
width of the observed LAM. This change in LMAX is not purely a thermal 
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effect. The initial material was annealed without pressure at 80 oc for 4 h. 
The LMAX measured for this sample is 161 A, a value less than that found 
for the undeformed polyethylene in the extrusion die. The fact that the chain 
length distribution can change for the 80 oc sample is somewhat surprising. 
From all indications, the chain mobility for polyethylene is limited at such 
a low temperature compared to the effective melting temperature (the melting 
point increases with pressure). One possibility is a preferential narrowing of 
the chain length distribution by the low molecular weight fraction, which 
would lead to a narrower LAM, as observed. 

For samples prepared at a somewhat higher temperature, 130 °C, the 
change in LMAX for the essentially undeformed sample increased even more 
dramatically. It is known that the morphology of the isotropic material can 
strongly influence its subsequent drawing behavior [135]. Formation of an­
isotropic materials always involves continuous plastic deformation of the 
spherulitic structure before necking can involve shear, slip, and rotation of 
stacked lamellae [136]. Phase transformations can also occur within individ­
ual lamellae. LAM studies indicate that, during the extrusion process, the 
deformed material actually might have originated from material morpholog­
ically different from that put into the die [30,31]. The LAM position and 
width can differ considerably for samples extruded at various temperature 
and draw ratios. For deformed samples, the chain length distribution usually 
contains a large number of short extended chain segments (Fig. 9.29). 

Structure analyses based on LAM give information on the stability of 
highly deformed materials. As mentioned above, the most probable chain 
length and half-width in chain distribution have been established for a se­
ries of annealed polyethylene. Among the most interesting observations from 
LAM results on highly deformed materials is that the LAM bands exhibit 
considerable departure from the relationship found for annealed single crys­
tals of polyethylene. This departure occurs only for samples extruded at low 
temperatures (Fig. 9.30). Samples extruded at 130 oc follow the same trend 

FREQUENCY IN CM -I 

Fig. 9.29. LAM observed in drawn polyethylene; drawing temperature 75 °C 
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Fig. 9.30. Relationship for L 1; 2 and LMAX in variously prepared polyethylene; 
(•) 80°C sample;(?) 130°C sample; (o) annealed single crystals (30,31). The lines 
refer to the changes observed for annealed single crystals (132) 

as annealed single crystals. Even though no fundamental reason exists to re­
late the half-width L1; 2 to LMAX, there appears to be a relationship that 
occurs for particular processing methods or history [30,31]. The half-width 
L1; 2 is a useful quantity showing obvious differences in various polyethylene 
structures. The degree of chain mobility is an important factor in remov­
ing structural defects introduced during the mechanical deformation process. 
For samples extruded at low temperature, there is limited chain mobility. 
For samples extruded at high temperatures, more defects disappear, forming 
highly ordered structures that are dimensionally stable. Annealed polyethy­
lene single crystals approach equilibrium and therefore contain fewer struc­
tural defects, resulting in smaller L1; 2 values. Low-frequency Raman data 
obtained from variously prepared polyethylene samples differ significantly 
not only in the straight-chain length, but also in the reduced half-width for 
the length distribution. Because of renewed interest in polyolefins, detailed 
analysis should provide information about the kind, number, and mobility 
of defects introduced into the straight chain segment distribution by various 
processing conditions. 

9.4 Fermi Resonance Interaction and Its Application 
to Structural Analysis 

Fermi resonance occurs when two different vibrations of the same symmetry 
type have nearly the same energy [137]. A classic example of molecular Fermi 
resonance is the case of C02 , in which the v1 fundamental at 1337 cm- 1 has 
nearly the same energy as the overtone (also called second harmonic) of the 
bending mode v2 , whose fundamental is found at 667 cm-1 [16]. Due to the 
anharmonic terms in the Hamiltonian that couple the vibrations, the modes 
mix, share intensity, and repel each other. The degree of mixing and repul-
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sion increase as the coupling terms in the Hamiltonian increase and as the 
frequency separation of the unperturbed levels decreases. This phenomenon 
affects certain levels observed in Raman studies of polymers, which in many 
cases has had a beneficial effect on understanding structural transitions. 

The vibrational spectra of polymers provide many opportunities for ob­
serving Fermi resonances. In the 3300cm-1 region of proteins and polypep­
tides, the IR-active Amide A and B due to the fundamental NH stretching 
("' 3300 em - 1 ) are close to the second harmonic of the Amide II vibration 
near 1500cm-1 [138]. For synthetic polymers, the C-H stretching region 
is the most interesting. Knowledge of C-H stretching vibration changes in 
chain conformation and packing is quite limited. To first order, C-H stretch­
ing modes are highly localized and involve nearly pure hydrogen motion. 
They are usually insensitive to the molecular conformation and environment, 
in sharp contrast to skeletal modes at lower frequencies. This hypothesis ap­
peared intuitively sound and was supported by a half century of evidence 
from IR spectroscopy. Until quite recently [29], C-H stretching modes were 
considered group frequencies and essentially ignored. It is therefore surprising 
that changes in the C-H stretching region of Raman spectra can be the first 
indications of changes in chain conformation and environment [139,140]. 

In trans-1,4-polybutadiene, at least 6 Raman lines are observed for the 
crystalline state at room temperature [75]. Given the inversion symmetry of 
the chain, at most one =C-H and two CH2 stretching modes are expected. 
When the crystals are heated above 71 °C, a solid-solid phase transforma­
tion takes place, causing changes in both chain conformation and packing. 
The changes in the overall IR and Raman spectra are quite minimal at 
this transition. The most interesting observation is that sharp features in 
the C-H stretching region evolved into a profile containing at least 4 bands 
(Fig. 9.31). Attempts to explain this phenomenon were considered. Similarly 
in lipid bilayers, the skeletal bands in the "' 1100 em - 1 region are indicative 
of structural transformation. The relative intensity of the "'2900 cm-1 CH2 

asymmetric stretching to the 2850 em - 1 symmetric stretching band is one 
of the most sensitive indicators of structural change. Many models exist for 
the arrangements of protein and lipid in biomembranes. An important differ­
ence between these models is the degree to which lipid bilayers, with ordered 
fatty acid chains, play a role in the structure. Better understanding of such 
changes in structure would enable a better understanding of membrane func­
tions [140,141]. One of the earliest reports of changes in the C-H stretching 
region was for the phospholipid-water mixture [140], in which the changes 
are related to the introduction of kinks in chain conformation. 

The complexities observed in the Raman spectra of the C-H stretch re­
gion of polymethylene chains are the result of Fermi resonances between 
completely symmetric double excitations of fundamentals at lower frequen­
cies with higher frequency C-H stretchings of the same symmetry. Complica­
tions of this nature are the rule rather than exception. The sensitivity of C-H 
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Fig.9.31. Raman spectrum of TPBD, 5145A excitation, 1.5cm- 1 bandpass at 
5100A; C-H region; (a) 23°C; (b) 80°C 

stretching vibrations to structural change results from an inherent amplifi­
cation factor. Low-lying vibrations are known to be sensitive to both chain 
conformation and chain packing differences. Because of the Fermi resonance, 
small frequency changes in the lower frequency modes can cause significant 
changes in the high-frequency spectrum. 

Interpretations of the C-H region have long been plagued by unresolved 
contradictory assignments appearing in the literature. Around the CHz sym­
metric and asymmetric stretching, several seemingly broad and sometimes 
intense maxima exist. Most of the integrated intensity belongs to the broad 
bands. This is shown in Fig. 9.32 for n-alkanes. Contrary to expectation, 
the Raman-active bands observed for different intermolecular packings are 
quite different. Even though the overall spectra are similar, additional fea­
tures exist for some crystalline unit cells. For example, a multiplet exists at 
2850 em - 1 for triclinic packing. It is also clear that when chains disorder, as 
in the hexagonal phase, the relative intensities of the dominant components 
change. 

Three additional features in the C- H stretching region are especially 
important. Consider first the Raman polarization measurements made on 
a solid-state extruded, uniaxially-oriented polyethylene shown in Fig. 9.33. 
Here, the direction of the incident radiation is perpendicular to the long axis 
of the sample, and the polarization of the incident and scattered radiation 
are parallel to this axis. This zz geometry gives the totally symmetric A9 
species. Collection is at right angles. The intensity of the line at 2880 cm-1 is 
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Fig. 9.32. C-H stretching region of the Raman spectra of (a) orthorhombic 
polyethylene at llOK, (b) orthorhombic n-C21H44 at llOK, (c) monoclinic n­
C36H74 at llOK, (d) triclinic n-C2oH42 at llOK, and (e) hexagonal n-CJ6H74 at 
347.5K. All spectra were taken with bandpass 1.5cm-1 at 5100A. Laser power 
200m W at 5145.4 A 

greatly reduced, nearly absent, relative to the rest of the spectrum. (A resid­
ual intensity persists but can be eliminated by narrowing the collection angle 
or using more highly oriented samples.) Thus, the line at ""' 2880cm-1 can 
be confidently assigned to asymmetric stretching and the entire remaining 
broad profile to symmetric stretching. Associated with the latter, a previ­
ously hidden maximum is revealed near 2890cm-1 . Next consider the Ra­
man spectra for the isotopically isolated chain (n-C35H74 in n-C35-D74, 1:20) 
shown in Fig. 9.34. Unlike IR spectra from neat C35H74, the Raman spec-
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Fig. 9.33. Polarized Raman active bands in the C-H stretching region of uniaxially 
oriented polyethylene at 100 K; y( zz )x geometry was employed with chain axes 

aligned with the z-axis. Bandpass is 2.5 em - 1 at 5100 A; laser power 250m W at 
5145A 
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Fig. 9.34. Raman spectrum of isotopically isolated chains in the CH2 stretching 
region; 1H/20D n-C36H74 at 110 K; bandpass is 2.5 em - 1 at 5100 A; laser power 

250mW at 5145 A 

trum exhibits significant changes in the C-H stretching region. The line at 
2845 cm- 1 sharpens considerably, and its half-width reduces from the usual 
22cm- 1 to about lOcm- 1 . The 2880cm- 1 line is relatively unaffected; its 
half-width is still "" 7 cm-1 . The peak heights of the two stretching bands 
are now nearly the same. There is considerable depletion in intensity on the 
low frequency side of the broad band underlying the 2880cm-1 line. How­
ever, note that this broad band is still largely unaffected at frequencies higher 
than 2880 em - 1 . The final feature is exemplified in the Raman spectrum of 
the n-C36H74 liquid state shown in Fig. 9.35. In this case the symmetric 
stretch mode persists as a relatively narrow, intense, and strongly polarized 
line near 2850 em -l, that closely resembles the mode seen in the hexagonal 
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Fig. 9.35. Polarized Raman spectra of n-C36H74 in the melt. El. and Eli denote 
the polarization of scattered light relative to the polarization of the excitation; 
bandpass is 2.0cm- 1 at 5100A; laser power 250mW at 5145A 

crystal. There is a second somewhat less intense and broader polarized line 
centered near 2925 em -l, which probably originates from Fermi resonance 
interaction between symmetric stretching and the harmonic of the bending 
component. In between these two lines, and obscured by them, is a weaker 
depolarized line near 2890 cm-1 . Its position, polarization and intensity iden­
tify it as the asymmetric stretch mode. This line is clearly revealed in the 
depolarized spectrum, where it is found to be quite symmetric in shape with 
a half width of about 25 em - 1 . 

Two types of Fermi resonance interactions need be distinguished. The 
first is intramolecular and involves dispersion of the bending modes parallel 
to the chain axis. The second is intermolecular and involves perpendicular 
dispersion of the bending modes, and thus is crystal structure dependent. 
Much of the spectral structure can be explained by considering only the 
first type [142,143]. The analysis is complicated because of the involvement 
of three separate factors concerning the chain: conformation, mobility, and 
packing. Chains of planar zigzag conformation have been studied extensively; 
their normal modes are known for both polymers and oligomers. For such 
cases, the band structure in the C-H stretching region is determined in 
large part by intramolecular Fermi resonance interaction between the sym­
metric C-H stretching fundamental and the overtones of the HCH scissors 
modes [142-144). This interaction also plays an important role in determining 
band shapes for the liquid and solid states where the resonance is affected 
by chain conformation and chain packing. The fact that the isotopically iso­
lated spectrum is dramatically different suggests that interchain interactions 
are not insignificant and need careful consideration with regard to structural 



9 Raman Spectroscopic Studies of Polymer Structure 417 

analysis. It is well known that intermolecular coupling can often be eliminated 
by isolating the molecule of interest in a matrix consisting of its deuterated 
analogue. Intramolecular Fermi resonance will, of course, persist. 

Initially, an interpretation of this region suggested that Fermi resonance 
interactions occur between the symmetric C-H stretch fundamental and the 
overtone combinations of all scissors fundamentals, including those from infi­
nite as well as all finite chains. All major features in the C-H stretch region of 
n-alkanes or polyethylenes can be accounted for in terms of Fermi resonance 
interactions between appropriate binary combinations of the methylene bend­
ing modes and the C-H stretching fundamentals [142,143). The secondary 
bands are all broad, which is a consequence of the fact that the resonances 
involve a virtual continuum of binary combination states. 

In [143), a Fermi resonance equation was set up to analyze the C-H 
stretch region in terms of two unknown parameters: the Fermi resonance 
interaction constant for an isolated methylene group and the frequency of the 
unperturbed symmetric C-H stretch fundamental. Solution of this equation 
yields a calculated spectrum having all the features of the observed spectrum. 
The observed spectrum can be quantitatively reproduced using a reasonable 
form of the CH2 scissors dispersion curve, which permits adjustment of the 
values of the two unknown parameters. This calculation led to a modification 
of earlier views concerning the relation between critical points and band po­
sitions. That bands occur near or at critical point frequencies was interpreted 
to mean that they were associated with a high density of vibrational states. 
It is now clear that these bands represent unique states that occur near but 
not precisely at the critical points. Thus, an important factor is the density 
of binary states. For the isolated chain these can be approximated from the 
calculated bending mode dispersion curve [142,143). The unexpected changes 
in the CH stretch regions produced by structural transitions result from the 
fact that lower vibrations are extremely sensitive to changes in chain pack­
ing. If the interchain environment changes, the Fermi resonance interactions 
amplify these changes resulting in significant changes in the relative band 
intensity. 

A number of other points regarding the effects of Fermi resonance should 
be mentioned. Obviously, upon removing the effects of intrachain Fermi res­
onance, the remaining features must reflect interchain effects. The primary 
difference between the Raman spectrum of the isolated chain in a deuterated 
crystal and that in a normal crystal is the greater breadth of the 2845 cm-1 

line in the latter case (Fig. 9.34). There is also more intensity on the high fre­
quency side of this line, which tends to fill in the trough between the lines at 
2879 and 2845 em - 1. The spectra of polyethylene and the orthorhombic and 
monoclinic forms of the n-paraffi.ns are nearly identical as the chain packing 
is similar for all three cases. However, the triclinic form of the n-paraffi.ns 
has a different structure from the hexagonal form, and these differences are 
reflected in the Raman spectra. 
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The relative intensity of the two C-H stretching modes in polyethylene is 
5.1±0.5, as measured from polarized spectra of an oriented sample (Fig. 9.33). 
The much larger symmetric versus asymmetric intensity agrees with Raman 
intensity calculations based on bond polarizability parameters. By knowing 
the origins of the bands in this region, the changes observed during phase 
transformations can be assigned with more confidence. It is now understood 
that relative intensity changes result from changes in the underlying structure 
due to Fermi resonance interactions. Again, the apparent sensitivity results 
from the built-in amplification factor. Small changes in the frequency and 
intensity of the lower frequency vibrations can cause significant changes in 
the mixed higher frequency states. The C-H stretch intensity ratio is a useful 
guide for studying complex systems and has been used extensively in systems 
such as cholesteric liquid crystals and biomembranes. 

9.5 Disordered States 

An area of current interest is using Raman spectroscopy to analyze disor­
dered chains, which may occur in polymers in solution, melt, or in the solid 
state. These chains lack long-range order but may contain short-ordered se­
quences, and they may adopt a specific conformational distribution depend­
ing on geometric constraints such as surfaces or interfaces. Other constraints 
may include the presence of junctions such as in networks. Long-range elec­
trostatic forces along the chain, which occur in polymeric electrolytes or 
polyelectrolytes, may also perturb the structure. Chain disorder can affect 
macroscopic properties such as ionic conductivity, mechanical properties, sol­
vation efficiency, corrosion inhibition, and stress build-up. Many characteri­
zation techniques are capable of measuring ordered structures, but few match 
the capability of vibrational spectroscopy, particularly Raman scattering, to 
quantify disordered chains. The frequency and relative intensity of Raman 
bands depend on the relative concentrations of specific localized structures. 
For samples involving well-defined structures and dependable band assign­
ments, the method works well. However, when a broad distribution of a large 
variety of conformations is present, the method is difficult to apply with con­
fidence. It is often hard to relate observed spectroscopic differences to well­
defined structural changes. The bands of disordered structures are typically 
broad and weak and often overlapping. Yet it is precisely these disordered 
structures that are crucial in determining macroscopic properties. Raman 
spectroscopy is ideal for studies involving disordered structures because po­
larizability changes associated with different carbon-carbon backbone con­
formations are directly reflected in the spectra. Because it is a scattering 
phenomenon associated with a tensor, polarization data still contain consid­
erable structural information for samples that are partially disordered or even 
those in melt or solution. 



9 Raman Spectroscopic Studies of Polymer Structure 419 

Unlike ordered chains with well-defined symmetry elements, disordered 
chains have a large number (3N - 6) of vibrational modes. It takes consid­
erable effort to simulate Raman spectra for all possible conformations asso­
ciated with chain disorder. Programs have been introduced that attempt to 
take structural defects into account [145]. From the dispersion curves, it is 
possible to obtain the vibrational density of states, which can lead to vibra­
tional bands [146]. Attempts to predict band intensities, however, have proven 
extremely difficult. Molecular dynamics has also been employed [147-149] to 
calculate correlation functions that can be transformed to obtain vibrational 
frequencies. Lastly, direct quantum mechanical calculations have been car­
ried out [150]. This method is seldom utilized in polymer structural studies 
because substantial computation power is required even for relatively small 
model compounds. 

The marked increase in computing performance achieved over the past few 
years has served as a prime impetus for progress in spectroscopy research. 
In the past, large and challenging analyses of macromolecular systems were 
possible only on main-frame computers. The same calculations can be done 
today with greater speed on workstations or PC's available in virtually every 
laboratory. With increased computing capabilities, simulation methods have 
become much more useful tools in spectroscopy. 

9.5.1 Normal Coordinate Approach 

Vibrational modeling of polymers has usually been done using a normal co­
ordinate analysis (NCA) based on Wilson's GF matrices and force constants 
transferred from small molecules [8,21]. Often, refinements in force field are 
needed to better fit the polymer system. Such analyses can only deal with 
a specific chain conformation generated with well-established bond lengths 
and valence and torsional angles [21]. The first computer programs, intro­
duced in the 60's, were followed by many variations [17,151,152]. The gener­
ation of structures consistent with helical parameters found from diffraction 
data usually tests the structural parameters [17,18,151,152]. Until recently, 
calculation of vibrational spectra for all possible chain conformations, suffi­
ciently large to describe disordered chains has not been feasible. 

Since the Raman spectrum is sensitive to conformation, different spectra 
are observed for different chain conformations. The conformational distribu­
tion usually depends on the immediate molecular environment. A change in 
temperature, for example, will change the relative population of the various 
conformers. Lack of a quantitative definition of disorder has proven to be 
the major obstacle in analysis of spectra from disordered polymeric chains. 
Rather than analyzing one specific chain conformation for an ordered chain, 
the analysis requires the vibrational spectrum of a conformational distribu­
tion. This problem is complex, even in relatively short-chain molecules. For 
example, the number of possible conformers for a C12 hydrocarbon is of the 
order of 104 , each with a unique spectrum often only slightly different from 
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that of another. In order to treat polymers lacking long-range order, an ap­
proximate method was developed in [39]. The isotropic Raman spectrum S(v) 
for the disordered state was simulated as a composite of contributions from 
the ensemble of chains generated by a Monte Carlo procedure that assigned 
both a conformation and a total probability for each chain. The spectrum of 
each conformation is calculated from force constant and intensity data trans­
ferred from smaller molecules. These individual spectra are then weighted by 
their probabilities and combined into a composite spectrum. With a surpris­
ingly small number of structural and intensity parameters, it has been possi­
ble in this way to accurately reproduce experimental IR and Raman spectra 
of some n-alkanes [38,39,153,154]. The same method has been applied to 
more complicated polymers lacking long-range order [155]. The original code 
was designed for n-alkanes. Subsequent program modifications were intro­
duced that allow non-equivalent bonds along the chain [41,155]. It should be 
mentioned that disordered chains may include configurational defects. For 
example, the degree of racemic content may significantly influence the crys­
tallization rates of iPP and the associated physical properties. Generation of 
chains containing specific defect content is not as difficult as first envisioned. 
Flory developed methods for determining the probability of finding specific 
conformers along the chain, and these are incorporated into the programs. 
Polymeric chains containing both conformational and configurational defects 
can now be analyzed with confidence [40]. 

Since the validity of such an analysis depends on the ability to generate 
an accurate structure, conditional probabilities for each bond along the chain 
can be incorporated based on well-accepted rotational isomeric states. Highly 
accurate chain conformation distributions can be generated for chains with 
conformational as well as configurational defects. In practice, only rather 
large numbers (> 2000) of finite chains can be considered. The effects of 
conformational or configurational defects may extend over a few chemical 
repeats. Because of memory limitations, the size of finite molecules is gen­
erally limited to 24 chemical repeats. However, the use of a finite molecule 
of well-defined structure may introduce additional features in the regions of 
interest [40]. 

A requisite for accurate NCA analyses is the availability of a reliable force 
field. In general, only intramolecular potential energies are needed. With few 
exceptions, such as polyethylene and trans-1,4-polybutadienes, there is no 
explicit evidence of Raman-active intermolecular vibrations [42,46]. There­
fore, interchain interactions based on small molecules are seldom taken into 
account, even though well-defined inter-atomic potentials can easily be in­
corporated. Because the number of force constants (both diagonal and off 
diagonal coupling) is much larger than the number of observations, few force 
constants can be determined with certainty. In both intra- and intermolecular 
interactions, the force fields are transferred from those established for small 
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molecules. Among the many refined for specific polymers, probably the most 
used are those for n-alkanes and polypeptides [17-19,138]. 

It has recently been shown that only a few parameters are needed to calcu­
late the isotropic Raman scattering intensities below"' 1000 cm-1 [38,39,156]. 
Additivity in bond polarizability is always assumed. The isotropic scattering 
activity for mode k can be represented as: 

(9.20) 

where Lik is the internal coordinate displacement amplitude of component 
i for eigenvector Lk, and O:i represents the mean polarizability derivative 
for internal coordinate i. The summation in (20) is a representation of the 
polarizability derivative, described in terms of the internal coordinates. The 
most important parameters for n-alkanes are associated with C-C stretch 
and c-c-c angle bending internal coordinates [154]: 

where the elements of the eigenvector matrix, Lfk and L~k' represent the 
backbone C-C stretch and C-C-C angle bending components, and Lffk 

and L~k represent the C-C stretch and C-C-C angle bending components 
containing the methyl side groups for the normal mode k. The D coefficients 
represent the relative contribution to the total intensity of the four types of 
internal coordinates, for a unit amplitude of respective coordinate displace­
ments. The relative ratio for these two parameters in n-alkanes is 0.295 [39]. 
Additional complexity is found for vinyl polymers when C-C bonds of the 
side group must be considered. Backbone and side group intensity contri­
butions need not be differentiated [153], but this can depend on polymer 
tacticity [40]. The simulated isotropic Raman spectrum often needs to incor­
porate the relative population of each vibrational transition using: 

(9.22) 

9.5.2 Molecular Dynamics Approach 

The importance of simulation methods in the interpretation of vibrational 
spectra cannot be overstated [157]. Most such methods rely on the NCA ap­
proach, as discussed above, but with the tremendous computational power 
available today, methods using a molecular dynamics approach have proven 
to be a suitable alternative for simulating vibrational spectra [149]. In this 
technique the time trajectories of positions, velocities, and other parameters 
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describing the polymer state are calculated. An autocorrelation function is 
introduced that describes the changes in these parameters as a function of 
time. The vibrational spectrum is then obtained by transforming the auto­
correlation function into the frequency domain. 

Molecular dynamics calculations incorporate both intra- and intermolec­
ular interactions. The corresponding spectra thus contain information con­
cerning polymer structure in the condensed state. The advantages of using 
molecular dynamics to simulate vibrational spectra include: (1) A broad fre­
quency range can be included; (2) Not only individual molecules but molec­
ular aggregates, ordered or disordered with weak and strong intermolecular 
interactions, can be treated; (3) Parameters pertaining to vibrational spec­
troscopic features, such as band frequency, intensity and shape, can all be 
calculated; and (4) Vibrational spectra for polymers under stress or at dif­
ferent temperatures can be examined. 

Autocorrelation functions based on molecular dynamics have been ap­
plied to various spectroscopic techniques [158-162]. The early results were 
sufficiently encouraging to lead to more complicated studies of polyatomic 
molecules. For large systems, the most convenient procedure is to obtain the 
spectral density of vibrational states from classical trajectories [163]. How­
ever, this procedure does not easily give band intensities. A good illustration 
of the power of molecular dynamics is provided by hydrogen-bonded systems 
such as crystalline poly(p-phenylene terephthalamide), in which features as­
sociated with hydrogen bonds were better understood using the correlation 
function approach [163]. The crystalline structure and possible deformation 
modes of this material were simulated in [164]. Using periodic boundary con-
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Fig. 9.36. Simulated spectra of vibrational density resulting from fluctuation of 
the cell pressure during molecular dynamics process at various temperatures 
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ditions, the crystalline unit cell is accurately described as an infinite 3D sys­
tem [165]. The calculated vibrational spectra obtained from [164] are shown 
in Fig. 9.36. These spectra emphasize the assignment of the interchain hy­
drogen bond stretching vibrations, generally thought to be in the lOOcm- 1 

region [166). The spectra below 250cm-1 may contain external modes arising 
from intermolecular interactions. Internal modes, such as skeletal bending or 
torsional vibrations, may also exist in this region. Among the bands observed 
in the simulated spectrum, the vibration at "' 90 em - 1 has been assigned to 
hydrogen bond stretching. This assignment was based on two observations: 
(1) The 90cm-1 feature is absent when secondary interactions due to hydro­
gen bonding are turned off. (2) The feature shifts down and is washed away 
as the temperature increases. Spectroscopic features known to be directly 
associated with hydrogen bonds are usually difficult to observe and can be 
clearly seen only at subambient temperatures [167]. Although molecular dy­
namics holds much promise, few successful examples are reported and most 
quantitative analyses still employ the NCA approach. 

9.5.3 Examples 

Conformational Distribution of PEO and its Model Compound in 
the Liquid State. The chain conformation distribution, related to the rel­
ative energy differences along each bond, is reflected in the relative intensity 
and, particularly, the bandshape of Raman-active skeletal bands. Based on 
the assigned Raman features it is possible to deduce the difference in rela­
tive energies between various rotational isomeric states. In the first study of 
this type, Snyder and coworkers analyzed the low-frequency (0-600cm-1 ) 

Raman spectra of n-alkanes in the liquid state [38). This method was subse­
quently applied to the low-frequency Raman spectrum of molten state iPP. 
The vibrational analysis was successfully used to identify the correct model 
governing the chain [153), and it was extended to higher frequency vibrations 
(0-1500cm-1 ) of liquid n-alkanes [39]. 

The utility of Raman spectroscopy for deducing chain conformation dis­
tribution for polymers lacking long-range order is shown in the detailed study 
of PEO in both aqueous solution and molten state [41]. The structures of this 
polymer family, either as homopolymers or in copolymers, determine proper­
ties in a large number of applications, including thermoelastomers [168-170], 
polymeric electrolytes (171-174], and surfactants. Steric considerations alone 
suggest that the minimum energy conformer is all trans, designated as ttt, in 
a notation that successively references the backbone 0-C, C-C and C-0 
bonds. However, the most stable conformation in the crystal includes a gauche 
conformation and is designated tgt [7]. Since the conformation present in the 
crystal results from the interaction of a number of factors including crystal­
field forces, it is not possible to use the crystal structure alone to predict 
with certainty the dominant conformation present in the melt or solution. 
An early explanation of the introduction of gauche conformations suggested 
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that they were due to electrostatic interactions between the net positive and 
negative charges that accumulate on the backbone due to introduction of the 
heteroatom into the chain [7). 

The structure of PEO has continued to intrigue investigators over the 
years. The chain structure departs from tgt and changes to ttt when PEO 
is blended with PMMA [175). The structure of PEO was recently studied in 
solution. Adsorbed chains in the air-solution interface weres found to be very 
different from the disordered structure expected for the solution [176-178). 
In fact, the vibrational bands for these adsorbed chains have characteristics 
similar to those in the crystalline state [177). Various theoretical studies have 
led to quite different results for chain conformations of PEO [7,179-190). 
Under certain experimental conditions, the tgg' conformer, rather than the tgt 

sequence, can have the highest relative population [182). It must be mentioned 
that the relative populations of various conformers, especially tgg', have yet 
to be confirmed experimentally. 

Determining the conformational distribution for PEO either in solution 
or melt has proven to be difficult. Several liquid systems of PEO, including 
both molten and solution states, have been investigated using vibrational 
spectroscopy [191]. Raman spectra of PEO in the melt and both chloroform 
and aqueous solutions reveal that the conformations in aqueous solution re­
tain the tgt conformation that occurs in the crystalline solid. Spectra of the 
chloroform solution, however, more closely resemble those of the melt than 
of the aqueous solution. The conformational distribution cannot be obtained 
from the spectra due to uncertainty in band assignments. Theoretical consid­
erations met with mixed success. The characteristic ratio for PEO, defined 
as the ratio between the observed end-to-end chain length and that expected 
for completely flexible chains, ranges from 5.2 in aqueous solution to 6.9 
in melt and solutions in organic solvents. As mentioned above, the relative 
energies of various rotational isomeric states differ considerably [184,192). 
Because of differences in the local dielectric environment, identical sets of 
rotational isomeric states need not be considered [184,192). In fact, it is more 
likely that different conformational distributions exist for PEO in different 
physical states. 

The isotropic Raman spectra of PEO in melt and aqueous solutions shown 
in Fig. 9.37 suggest new indicators for characterizing conformational distri­
bution. Considerable differences are evident in the 850cm-1 band shape and 
the disordered LAM region near 365cm-1 [41]. Although insignificant in the 
normal Raman spectrum, the shapes and positions of features in these two 
regions differ substantially in the isotropic spectrum. The strong bands near 
850cm-1 are almost mirror images in the two experiments. The most intense 
feature for the aqueous solution is at 880 em - 1 , whereas that for the melt 
centers at 830 em - 1 . The shapes of the skeletal deformations near 200 em - 1 

are also quite different for the two samples. These correlate with differences 
in conformational distributions in the melt and aqueous solutions of PEO. 
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Fig. 9.3 7. Simulated and observed isotropic Raman spectra of poly( ethylene oxide). 
Different conformational distributions for melt and aqueous solution are described 
in text 

Analyses of the experimental data are described in [41]. Upon removal of 
degenerate and high-energy states, the conformational distribution for PEO 
always contains the conformer sequences ttt, tgt, tgg, tgg', and ttg [7,180,192]. 
A Monte Carlo method was used to generate three conformational distribu­
tions (1000 model chains) of PEO chains incorporating the energy terms of 
Flory's (Ea = -0.430, Ep = 0.900 and Ew = 0.338kcal/mol) [7], Abe's 
(Ea = -0.5, Ep = 0.9 and Ew = 0.338 kcal/mol) [192], and Smith's models 
(Ea = 0.1, Ep = 1.4 and Ew = -1.3kcal/mol) [180J. Differences between the 
models lie mainly in the percentages of tgt and tgg' in each conformational 
distribution [41]. Flory's and Abe's models produce the largest percentage of 
tgt conformer (lower panels in Fig. 9.37); Smith's simulation E is dominated 
by tgg' (upper panels). In order to complete a normal coordinate treatment 
of PEO and the model compound, a force field developed by Snyder and 
Zerbi for small ether molecules was transferred [193]. The isotropic Raman 
spectrum S(v) for the liquid state was then simulated as a composite of 
contributions from the ensemble of chains, as discussed above. 

As described previously and partially in Fig. 9.37 [41), the agreement 
between the simulated and observed spectra can be found not only in the 
200cm-1 bands but also in the backbone bond stretching region. The tgg'­
dominated distribution produces a disordered LAM with a maximum at 
~ 350cm-1 and a skeletal stretching vibration at 830cm-1 [41]. The dis­
tribution having mostly tgt conformers is associated with a disordered LAM 
centered at~ 282cm-1 and the skeletal band at 860cm-1 . The simulated 
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spectra from the two groups fit the two different observations, one for PEO in 
aqueous solution and the other in the melt. These results demonstrate that 
the conformational distribution of PEO in the melt is reasonably predicted 
by a set of statistical weights that include the so-called 0 · · · H attraction 
effect [180]. The results also indicate that for PEO in water the 0 · · · H at­
traction effect is lost. The simulated and experimental data suggest that by 
changing intermolecular interactions, it is possible to significantly change the 
conformational distribution in PEO. 

Chain Conformation of Poly(Propylene Oxide} (PPO} Based on 
Polymeric Electrolytes. Polymer based electrolytes have generated great 
interest from both fundamental and applied points of view [194]. Linear 
polyether-based electrolytes have been widely investigated to understand the 
relationship between polymer structure and ionic conductivity. Polymer elec­
trolytes possess better dimensional, thermal and chemical stability than in­
organic and solution electrolytes. The host polymer used for polymer elec­
trolytes usually contains highly polar atoms that can solvate various ions. In 
such systems, the structure of the polymer matrix is extremely important, 
since local segmental motions of the polymer chain and the number of free 
ions govern ionic conduction [195-200]. As various ions are highly soluble in 
polyethers such as PPO or PEO, they are often used as electrolytes. The sol­
ubility can be attributed to the specific interaction between the ether oxygen 
and cation [194,201]. The fact that that PEO exhibits much better solvat­
ing power for many salts than either poly (methylene oxide)[-CH2- 0-] or 
poly (trimethylene oxide) [-CH2CH2CH2- 0-] indicates that the solvation 
behavior can be altered by the polymer structure. The differences correlate 
with the spacing of polar atoms along the chain. The lower ionic conductivity 
of PPO- compared with PEO-based electrolytes has been attributed to steric 
hindrance caused by interference of the CH3 side group with the interaction 
between ether oxygen and cations [202]. Undoubtedly, a better understand­
ing of the chain conformational distribution of the host polymer will lead to 
better understanding of the ionic conduction mechanism. 

Vibrational spectroscopy has been used to characterize conformational 
changes induced by polymer-salt interactions in PEO [203-207]. Although 
several spectroscopic studies have been conducted, very little quantitative 
structural analysis has been carried out for PPO-based electrolytes [208-212]. 
As discussed above, Raman-active bands are strongly dependent on the po­
larizability changes of C-C bonds along the backbone and can be extremely 
sensitive to chain conformational changes. Low frequency Raman bands in 
PPO-based electrolytes contain considerable contributions from CCO/COC 
skeletal bending modes and can be sensitive to chain conformational changes. 
These bands change significantly as a function of salt concentration (17h 
174,212,213]. The frequency shift has been interpreted in terms of changing 
chain stiffness (212,213]. As other new unexplained spectroscopic features are 
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present when salts are introduced, a detailed interpretation of PPO struc­
ture in the presence of salts has yet to emerge. Vibrational spectra can be 
analyzed for a specific chain conformation. On the other hand, PPO used for 
polymer electrolytes has a disordered structure and the vibrational spectra 
generally consist of overlapping features associated with many different chain 
conformations. 

As seen in Fig. 9.38, the bands in the 700-900cm-1 region of the model 
compound, 1,2-dimethoxy-propane (DMP), are broad and ill defined in the 
absence of salt [171-17 4]. However, an obvious change in intensity at ca. 
810cm- 1 is observed with increasing salt concentration. These band frequen­
cies are independent of molecular weight and, therefore, they reflect a local­
ized vibrational mode. Analysis of salt complex indicates the intensity change 
at 810cm-1 is caused by interaction between the lithium cation and the ether 
oxygen. The calculated isotropic Raman spectra of a random chain and that 
of a sequence of tg0 t conformation along the -0 - C - C - 0- bond of DMP 
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Fig. 9.38. Top: Experimental Fourier transform Raman spectra of DMP over the 
region between 700 and 900cm- 1 with various [Li+J/[-0-] concentrations; Bot­
tom: The calculated spectra of DMP obtained for a random conformational dis­
tribution and for a regular sequence of tgat conformation in the 700- 900cm- 1 

region 
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are also shown in Fig. 9.38. The calculations show three bands at 835, 817, 
and 807cm-1 for the random chain and a single band at 812cm-1 for the 
tgat conformation. Independent of chain length, and based on a normal mode 
analysis, the lowest frequency component at 807 (or 812) cm-1 is attributed 
to trans(OC)-gauche a(C-C)-trans(C-0) (tgat) conformation. The band 
centered at 817 cm-1 contains contributions from molecules associated with 
9a9f3t and/or 9f39at structures. The main contributor to the band at 835 cm-1 

is the trans(O-C)-trans(C-C)-trans(C-0) conformation of -0-C-C-0-
bond. Based on the comparison of relative intensity of bands associated with 
different conformations, one finds Ega associated with C-C has an extremely 
low value of -120calfmol relative to the trans conformer (171-174]. The en­
ergy difference is smaller than the measured value for DMP in the gaseous 
phase (214,215]. 

The experimental data in Fig. 9.38 are well represented by chains hav­
ing a random conformational distribution. Based on the simulated spectra, 
observed bands centered at 836 and 807cm-1 of DMP are assigned to ttt 
and tgat conformations, respectively. As mentioned above, the strong band 
at 811 cm-1 in the DMP /LiC104 complex can be definitely assigned to the 
tgat conformation, since the experimental and calculated spectra superim­
pose almost exactly. It follows that the intensity increase of this band upon 
introduction of salt is caused by the increase in the tgat conformation popu­
lation induced by the interaction between the Li cations and ether oxygens. 
This model study serves as the basis to analyze the changes found for linear 
and crosslinked PPO's [171-174]. 

Because of their inherent advantages such as dimensional and thermal 
stability, network polymer based electrolytes have been of interest in spite of 
their somewhat lower ionic conductivity in comparison to the corresponding 
linear polymer based electrolytes [194,201]. The network derived from PPO 
with multi-functional isocyanates at junctions has been used as a model net­
work polymer because atactic PPO has a narrow molecular weight distri­
bution capable of yielding a homogeneous structure. The temperature de­
pendence of the ionic conductivity of these network polymer electrolytes was 
described using the Williams-Landel-Ferry (WLF) equation [194]. This study 
suggests that the conductivity is mainly associated with local segmental mo­
tions of polymer chains. Further studies have shown two distinct dielectric 
relaxation processes, one related to the ether units and the other associated 
with the urethane groups at junctions [216,217]. The mechanism for ionic con­
ductivity is not clearly established. It is generally believed that the lower ionic 
conductivity of network-based polymer electrolytes is due to their reduced 
chain segmental motion compared to that of the linear polymer (216,217]. 
The reduction in chain dynamics may be reflected in the conformational dis­
tribution of the chains [171-174]. 

The characteristic changes found in the linear chains (Fig. 9.38) are not 
observed in network polymers [171-174]. Since Raman active bands in the 
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Fig. 9.39. Raman spectra obtained for linear and crosslinked polyethers as a func­
tion of salt concentration; 600-300cm- 1 region; (a) HPPOlOOO; (b) NPPOlOOO 

300 and 800cm-1 regions represent characteristic modes of PPO chains, rel­
ative intensity changes of these bands indicate the proportion of PPO chains 
interacting with the ions through changes in chain conformation by ion sol­
vation. Therefore, the smaller changes observed in the networks (lower panel 
in Fig. 9.39) based on the short chain length (moL wt. 1000) of PPO signify 
a low local concentration of Li cations interacting with ether oxygen. The 
total salt concentration based on the number of ether units is, however, the 
same as that in linear PPO-based electrolytes. From the crosslink density 
dependence of the spectral change in the 800 and 300-500cm-1 regions, 
salt depletion associated with ether units in the network of low molecular 
weight PPO chains can be attributed to interaction of the Li cation with the 
urethane group of the crosslink point This is consistent with the intensity 
increase in the 1700 em -l region [ 171-17 4]. The molar content of the ether 
units to urethane groups, including the NPPOlOOO sample, is at least 8:1. If 
Li cations are distributed between urethane and ether units based only on 
the statistical weight of the two components, the local content of Li cations 
should be much higher along the PPO chains, which should be reflected in 
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changes of the skeletal modes. As mentioned above, this is contrary to the 
spectroscopic observations [171-174]. These observations lend support to the 
greater solvation ability of the urethane group for the Li cation, compared 
with the ether unit [216,217]. 

Analysis of Polyelectrolyte Chain Conformation by Polarized Ra­
man Spectroscopy. Global and local interactions can be separated for 
neutral polymers. The relationship between the global chain conformation 
for polyelectrolytes, in terms of a persistence length and an excluded volume 
parameter, and the chain conformation described by a rotational isomeric 
state model, is however, untested. Raman spectroscopy can partially close 
this gap in our understanding of polyelectrolytes by measuring conforma­
tional changes as chain stiffness is varied. 

Most solution characterizations of polyelectrolytes employ methods such 
as viscometry and light scattering that provide only global structural infor­
mation. These studies were interpreted to show that chain stiffness increases 
with ionization. It has been suggested that in the extreme case, the chain 
is fully extended. Polarized Raman spectroscopy is ideally suited to address 
issues of local structure and thus complements previous work [218,219]. As 
demonstrated above, for disordered chain conformations typically found in 
solution, the vibrational bands associated with specific chain conformation 
overlap, making it difficult to precisely characterize spectral features. Infor­
mation provided by polarization studies, which are sensitive to changes in 
the conformational distribution, i.e., changes in the distribution of torsional 
angles among the various rotational states permitted in a vinyl chain back­
bone, can yield substantial structural information. Similar approaches have 
been pursued to study conformational changes in neutral polymer solutions, 
for example, to identify the () condition or to quantify the enthalpy or entropy 
of helix formation [32,34-37]. A direct calculation of the persistence length 
from depolarization data has been hampered by the absence of polarizability 
derivative values for different conformations, even in small molecules. Recent 
results [220,221], in conjunction with a simplified form of the rotational iso­
meric state model, make it possible to calculate the persistence length using 
the C-H stretch depolarization ratio of poly(acrylic acid) (PAA) (218,219]. 
The need for a good signal to noise ratio is complicated by the fact that only 
very dilute concentrations are suitable for analysis. Here, multiple passes 
through the sampling volume are often necessary to obtain good data. 

Focusing on the conformation-sensitive bands of a vinyl polymer, the de­
polarization ratio defined earlier can be equated to the number ratio of gauche 
and trans isomers that exhibit perpendicular and parallel polarized scatter­
ing: 

(9.23) 
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Here, x is the isomeric gauche to trans ratio, /1_g and JH are the scattered 
intensities for gauche and trans isomers analyzed by perpendicular polariza­
tion, respectively, and Jllg and Jilt are the intensities for parallel polarization. 
This expression can be reduced to a more useful form from which separate 
depolarization ratios for the gauche and trans isomers of PAA can be deter­
mined. For this we write the depolarization ratios in terms of each isomer's 
overall polarizability tensor o: and its derivative o:' with respect to the normal 
coordinate of vibration Q: 

p = 45o:'2 + 4!'2 , 
(9.24) 

where 1' is the derivative of the anisotropy of o:, and a' is the derivative of 
the trace of o:, both with respect to Q [222]. 

To explicitly relate p to x, an additional relationship is required. It is then 
possible to relate the total intensity scattered by the gauche isomer !gauche 
( = hg + lug) to that scattered by the trans isomer !trans ( = ht + Jilt)· 
Using the calculated values of a' and 1' for gauche and trans isomers of n­

butane and the frequencies of the symmetric and asymmetric CH stretching 
vibrations for the same isomers, it is found that 0.648Igauche = ltrans· This 
relationship, along with the values for Pgauche and Ptrans, allows (9.23) to be 
rewritten in the more useful form, 

0.0601 - 1.0887 p 
X = ------------~ 

p- 0.7718 
(9.25) 

which serves as a simple tool to analyze spectroscopic data for polymer con­
formations. 

To relate the isomeric ratio x to the persistence length Lt, a rotational 
isomeric state model is used with one low-energy trans state of statistical 
weight one and two higher, equal energy gauche states of statistical weight 
a [218,219]. The isomeric ratio is then 

x = 2a, (9.26) 

where 

lna = -t::.Ej RT, (9.27) 

t::.E is the energy change between the two states and R the gas constant. The 
persistence length is calculated from a in the usual manner. We also need 
the average of cos¢, the cosine of the dihedral angle, given by 

(9.28) 

where z is the partition function or the sum of statistical weights, f.lry is the 
statistical weight of state ry, and </Jry is the dihedral angle of that state. If 
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the three rotation states are described by ¢ = 0, 120 and -120 degrees, of 
statistical weights 1, u, and u, respectively, (9.28) becomes 

(cos¢)= (1- u)/(1 + 2u). (9.29) 

The limiting characteristic ratio at high molecular weight, C00 , can then be 
written 

Coo= (1- cosO) (1- (cos¢)) , 
1 +cos() 1- (cos¢) 

(9.30) 

where() is the valence angle between bonds [7]. Finally the persistence length 
is 

(9.31) 

where Lis the carbon~carbon bond length. 
Raman studies reveal several interesting aspects of ionized structures [218, 

219]. Based on polarization data, the i::l.E, C00 , and Lt values calculated from 
the depolarization data are given in Table 9.1. The energy difference between 
isomers grows by a surprisingly low value of ~ 8% as compared to its initial 
value of 1471 cal/mole for the unionized polymer to 1584 cal/mole for the fully 
ionized sample. In comparison, the energy change between the same isomers is 
600cal/mole for polyethylene at room temperature and 1100-2300cal/mole 
for PTFE [7]. The small change in conformer energy upon PAA ionization 
indicates that the polymer does not stiffen appreciably as it ionizes in a salt­
free, semidilute solution. The lengths calculated from spectroscopic data fall 
within the range of persistence lengths determined via SAXS [223]. Accord­
ing to the present analysis, Lt changes from 14.6 to 17.6 A upon ionization. 
Muroga et al. studied persistence length changes for PAA in similar semidilute 
solutions using SAXS and found Lt = 8-15A [223]. Such analyses demon­
strate the potential of Raman scattering for studying the interplay of local 
and non-local polyelectrolyte forces. 

Table 9.1. Conformational analysis of depolarized raman data 

Ionization p ~E ( cal/mole) Coo Lt(A) 

0 0.1438 1471 18.0 14.6 

0.29 0.1418 1486 18.5 15.0 

0.50 0.1332 1553 20.7 16.7 

0.72 0.1303 1578 21.6 17.4 

0.93 0.1296 1584 21.8 17.6 
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Structure of Syndiotactic Polypropylenes. Polyolefins are often consid­
ered as commodity materials with production capacity speculated to be in 
excess of usage. Actually, the opposite is true. Because of recent advances in 
catalyst design [224), synthesis of highly-ordered polyolefins with fewer defects 
and better control of the defect distribution is now possible. These advances 
in chemistry have raised an even greater interest in the study of polyolefin 
structure and development of more diverse applications. For example, the 
ability to precisely control configuration has sparked interest in structural 
studies of sPP. Even though iPP is one of the most used polymers, sPP does 
not enjoy the same degree of success, and far fewer studies have been under­
taken to examine the structure of the syndiotactic isomer. Many questions 
regarding their structure and associated changes remain unanswered. Ra­
man studies have been carried out to elucidate the spectra obtained for sPP 
with various conformational distributions and configurations [40]. Based on 
the force field and rotational isomeric state models developed previously, the 
conformational distributions associated with the amorphous phase and their 
change as a function of time and deformation have now been assigned. As 
stated earlier, only 2 polarizability parameters associated with c-c stretch­
ing and CCC angle bending are required to duplicate the observed intensities. 
The conformation sensitive bands at 400 and 800cm-1 are of great interest. 
Features in these regions have been correlated with the distribution of chain 
conformation and configuration. 

For sPP, the number of seemingly stable chain conformations and packing 
is intriguing. The relative volume fraction of each state is highly dependent 
on thermal history, time, processing, and, in many cases, type and number 
of configurational defects. There are at least 3 different crystalline forms as­
sociated with sPP. The helical form I, with ggtt chain conformation, is the 
most common [225,226]. Form II with an all trans sequence can be obtained 
by quenching the polymer from the melt and then stretching (226]. Form III, 
with conformational features of both forms I and II, has also been proposed 
with the conformation (g2hg2t6)n [227-229]. It was recently found that the 
planar zigzag structure forms spontaneously over an extended length of time 
by quenching from melt into ice water and storing at or below 0 oc [230,231). 
Form III has also been observed when a drawn sample of form II is exposed 
to benzene, toluene or xylene vapor [227,228]. Both forms II and III are sta­
ble at room temperature, then revert to form I spontaneously with heating. 
Although conformational analysis has been carried out for polypropylenes, 
direct verification of the conformation distribution associated with the disor­
dered phase has not been verified. Characterization of disordered structures 
of sPP may be divided into two interrelated analyses: one deals with the 
disorder associated with chain conformations different from long regular se­
quences of ggtt or tttt, and the second deals with configurational defects, 
racemic or meso content (40]. 
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Raman shift (em -l) 

Fig. 9.40. Fourier transform Raman spectra obtained for various syndiotactic and 
isotactic polypropylenes 

The earliest method used to characterize sPP configurations was IR spec­
troscopy, which suggested a structural parameter referred to as "syndiotac­
ticity index" [232-234]. The usefulness of Raman scattering was first demon­
strated when the skeletal bending modes in the 300 cm-1 region (Figs. 9.3 
and 9.40) of polypropylene were found to be sufficiently sensitive to differen­
tiate between racemic and meso sequences for characterizing the overall chain 
configuration (40,235]. Similarly, the broad, ill-defined bands in the 800cm-1 

region (Fig. 9.4) were suggested to be extremely sensitive to processing dif­
ferences, configurational differences and thermal history. The differences sug­
gest that structures in various sPP are complex and encompass all the various 
chain conformations found earlier. Raman studies, including both experimen­
tal and theoretical normal vibrational analyses, were applied to the ensemble 
of chain conformations for sPP containing known configurational and thermal 
history (Figs. 9.3, 9.4, 9.40-9.42) [40]. 

The structural parameters and force fields for polyolefins are well de­
fined [18,151,236]. The chain conformational distribution can be obtained 
by using the rotational isomeric states generated previously [163,237,238). 
Energy contours from experimental and theoretical studies have yielded low 
energy minima around the gg and tt pairs. For the isotactic and atactic poly­
mer, Coo has been accurately calculated using the 3-state model with suit­
able parameterization [239). The simplicity and convenience of this 3-state 
model outweighs the possible advantage of higher accuracy associated with 
the 5-state model [238]. The statistical weight matrices and the generation of 
conditional probability of each bond along the chain follow the procedure first 
presented by Flory [7]. The statistical weight matrices for the sPP containing 
configurational defects are given in [7,240,241]. 
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500 450 400 350 300 250 200 
RamanShift(cm _,) 

Fig. 9.41. Fourier transform Raman spectra obtained for various syndiotactic 
polypropylenes with known configurational defect 

Raman Shift (em 1) 

Fig. 9.42. Raman spectra obtained for syndiotactic polypropylene as a function of 
time at room temperature. The initial sample is obtained by quenching a molten 
sample into liquid nitrogen then kept at -5 oc for 140 hours 

Raman spectra obtained from polypropylenes of different conformational 
distributions can be accurately simulated [40]. Identification of specific fea­
tures such as those centered at 800 and 400 em -l enable an understanding of 
the change of polypropylenes from a completely disordered state to a more or-
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(ggtt). 

950 900 850 800 750 

Raman Shift (em 1) 

Fig. 9.43. Simulated Raman spectra of syndiotactic polypropylenes in the 800 em -l 
region with conformational defects. The helical segments are as specified in the text 

dered state or states including crystallization. Although the bands found near 
800cm-1 are generally referred to as regularity bands, they have never been 
accurately assigned. The bands near 826 and 845cm-1 are suggested to be 
associated with form I and the amorphous chains, respectively [235,236]. The 
high frequency component at 865cm-1 has never been assigned. The broad 
band at 845cm-1 is the dominant feature of a polypropylene melt. With 
increasing configurational disorder, the 826 and 865 em - 1 bands decrease in 
intensity relative to the 845 cm-1 peak. 

Based on simulation results, the 830cm- 1 band can only be associated 
with long helical ggtt chain conformations (Fig. 9.43). All extremely short 
helical segments situated between either conformational or configurational 
defects contribute to the intensity in the middle 850 em - 1 region. The calcu­
lated spectra for all possible conformers of isolated helical segments embedded 
between sequences of random conformations, including the 2 global minima 
found in the conformational search, with the exception of the tggttg' g't, all 
exhibit intensity in the region around 850cm-1 . The band at 845cm-1 is 
then attributed to the amorphous structure, and indeed it does not appear 
in any normal coordinate analysis of long ordered chains. 

The simulated molten state possesses at least 39% of sequences of forms 
ggtt or ttg' g'. The tttt sequence accounts for 26% of the distribution. The 
remaining conformers have an insignificant contribution [40]. A simulation of 
iPP in the molten state has been carried out [153]. The molten spectra for 
sPP and iPP compare well with simulated spectra. sPP spectroscopic features 
below 500 em - 1 are significantly different from those of iPP in both the solid 
and melt. The major difference is the presence of the peak around 400 em - 1 
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Fig. 9.44. Simulated Raman spectra of syndiotactic polypropylenes in the 300 em -l 
region with various number of configurational defects 

in the isotactic polymer and the peak around 300 em - 1 in the syndiotactic 
form, crystalline or amorphous. This difference is verified by disordered chain 
calculations (Fig. 9.44) in which the numbers of configurational defects are 
systematically varied and their placement along the chain is based on Monte 
Carlo methods. It can be seen that two dominant bands in the 300-400cm-1 

region are truly configurational bands, i.e. their presence depends only on 
configurational content and is independent of conformation. The simulated 
results compare well with experimental data (Fig. 9.41). The relative intensity 
is a true syndiotacticity index, as shown in Fig. 9.3, and it compares well with 
all reported values. 

Simulations for an all trans chain of different chain lengths ranging from 
n = 6 ton= 11 are shown in Fig. 9.45. Two components at 850 and 870cm- 1 

are found. If the relative intensity of the 2 components varies as shown, the 
higher frequency component has equal or higher intensity than the lower 
component at n = 13. This higher frequency component is then assigned 
to an all trans structure of fairly long length. With conformational defects 
along the chain, it is natural to expect that the intensity of the observed 
845 cm-1 component would increase as observed. Based on these experimen­
tal and simulated Raman features, it is possible to infer that sPP crystallizes 
into a helical structure at crystallization temperatures above 0 oc (Fig. 9.4). 
Conversely, only all trans structures are formed in sPP crystallized below 
0 oc, (Fig. 9.42). Raman data are clear regarding the structures formed, but 
the mechanisms responsible for such behavior are still unknown. 
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IX C.V. Raman: A Personal Note 

Samuel Krimm 

As I stepped off the plane in Bangalore in the early morning of September 
20, 1962, there, much to my surprise, was Raman himself standing beside his 
chauffeured car to welcome me on my visit to the Raman Research Institute. 
I was on my way from presenting an invited paper at the International Sym­
posium on Molecular Structure and Spectroscopy in Tokyo to spend a year­
long sabbatical in Cambridge, England, and my request to visit with him was 
warmly responded to by Raman, not only with his invitation but also with 
the comment that he "had the pleasure of seeing'' my 1960 review article on 
"Infrared Spectra of High Polymers." In fact, his hospitality was warm and 
gracious, including lunch (prepared by his charming wife) and the tour of his 
(largely empty) Institute and its well-groomed gardens. 

His tone cooled markedly when I mentioned that I had arranged to visit 
with S. Bhagavantum at the Indian Institute of Science that afternoon (rela­
tions between the two Institutes, I later found out, being somewhat strained). 
But he became quite heated the next day when, in my ignorance of the prior 
interactions between the two, I asked his opinion of Max Born's ideas on 
lattice dynamics! The temperature returned to normal as he discussed the 
importance of applying "My Effect" to the study of the vibrational spectra of 
polymers, to which I was trying to bring a more fundamental understanding. 

The forthcoming advent of the laser light source initiated a new era in 
the Raman spectral studies of polymers, both synthetic and biological, since 
such spectra provided important information complementary to that given by 
infrared spectra. Together with the detailed insights into vibrational modes 
resulting from normal mode analyses, polymer spectroscopy began approach­
ing the maturity achieved in the spectroscopic analysis of small molecules. 

A recent vibrational study of alpha-helical poly (L-alanine) provides a good 
example of the results of such developments: polarized Raman spectra have 
led to the clear identification of Ez-species (only Raman-active) modes [1], 
whose assignment is crucial to a complete spectral analysis; and an ab initio 
based normal mode analysis has resulted in the reproduction of all observed 
(and well-assigned) bands above 200cm-1 to less that 5cm-1 [2]. With the 
introduction of spectroscopically-derived potential energy functions to pro­
vide accurate normal mode frequencies [3], and the possibility that appro­
priate electrostatic models can predict reliable intensities [4], it is clear that 
the Raman spectroscopy of polymers will flourish in its role of contributing 
to a deeper understanding of the physical properties of these materials. 
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10 Raman Scattering 
in Perovskite Manganites 

V.B. Podobedov and A. Weber 

Abstract. Raman spectroscopy is shown to be a useful tool for the study 
of phase transitions in lanthanum manganese compounds of the perovskite 
type. In this work doped and undoped La1-xR.,Mn03 (R = Ca, Sr) sin­
gle crystals and thin films deposited on LaAl03 and NdGe03 substrates are 
studied in polarized Raman scattering as functions of doping (0 < x < 1) 
and temperature (5 < T < 423K). Raman spectra of single crystals exhibit 
a significant dependence on the amount and kind of the dopant R, and they 
are sensitive to structural and magnetic transitions driven by both doping 
and temperature. Raman spectra of the doped La1_.,R.,Mn03 crystals have 
weakly-resolved features and intensities comparable to those of second-order 
spectra in cubic crystals. The small distortion of the nearly cubic lattice 
of doped La1_.,R.,Mn03 single crystals results in structured phonon Ra­
man spectra composed of two parts. These are attributed 1) to the distorted 
non-cubic perovskite lattice and are consistent with the selection rules for 
a tetragonal structure, and 2) to the density of vibrational states manifested 
as second-order Raman scattering. An effect of spin-lattice interaction cor­
responding to a paramagnetic to canted anti-ferromagnetic phase transition 
was found in the Raman spectra of undoped LaMn03. A correlation of lat­
tice transformation as well as magnetic ordering was found in thin films of 
La1_.,Ca.,Mn03. Structural changes, preferential orientation of films as well 
an influence of deposition conditions can be ascertained from the phonon Ra­
man spectra. The effect of spin-lattice interaction due to spin ordering below 
Tc was observed in spectra of La1_.,Ca.,Mn03 films. A simple frequency de­
pendence of the totally symmetric external mode with doping x was found 
for La1_.,Sr.,Mn03 crystals. This dependence is demonstrated to be a useful 
diagnostic tool for determining the doping value in La1-xSr.,Mn03 crystals. 
The results of the present work may be extended to other related manganite 
structures, in particular Lal-xSr.,MnOa films. 

The magnetoresistance effect has been known for over 100 years. The dis­
covery of "Giant Magneto Resistance" (GMR) in 1986 (1] started a new era 
of research in magnetic materials in -yiew of their potential incorporation in 
efficient technological devices, particularly those used in magnetic recording 
heads [2]. More recently it was found that another class of materials exhibits 
much greater magnetoresistance properties, and the effect was accordingly 
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dubbed "Colossal Magneto Resistance" (CMR) [3). Most representative of 
the CMR materials are the manganite perovskites La1-xRxMn03 where the 
lanthanide cation is trivalent (La3+) and R is a divalent alkaline earth cation 
(R = Ca, Sr, Ba). The end members of this series, with x = 0 (LaMn03) and 
x = 1 (e.g., CaMn03) are antiferromagnetic insulators in their ground states. 
The CMR effect is accompanied by a ferromagnetic -to-paramagnetic phase 
transition and is greatest near the transition temperature Tc. The various 
aspects of CMR are described in a variety of publications and reviews [4]. 
While devices based on the GMR effect are already entering the market 
place, there are many obstacles that must be overcome before CMR materi­
als are found that render them useful for commercial exploitation. There is, 
accordingly, a great amount of research underway to better understand and 
ultimately fabricate magnetic recording devices based on the CMR effect [5). 
While much of the work is driven by potential applications, there is also con­
siderable intrinsic interest in the study of the basic physics and chemistry 
of the doped perovskite manganites. Many different experimental techniques 
are used alongside theoretical models in this undertaking. Among these, the 
technique of Raman spectroscopy has proven itself to be of considerable im­
portance in the study of solid-state materials in general. It is the purpose 
of this chapter to report on a series of Raman spectroscopic experiments on 
doped and undoped lanthanum manganite crystals as well as thin films. 

The microstructural characteristics of the La1-xRxMn03 lattice, which 
may be effectively changed by the doping value [6) or by oxygen/lanthanum 
stoichiometry [7,8], essentially define the macroscopic properties of La1-xRx 
Mn03 compounds [9). Both processing and annealing conditions, the film 
thickness, and film-substrate lattice mismatch introduce additional depen­
dencies into the macroscopic and microscopic behaviors of thin-film struc­
tures. Different studies of La1-xRxMn03 compounds over a wide range of 
doping and temperature have demonstrated a variety of structural transitions 
(cubic, rhombohedral, tetragonal, orthorhombic and monoclinic crystal sym­
metries) [9-13). Various magnetic phases (para- and ferromagnetic insulators 
and metals, canted antiferromagnetic insulators) have been intensively stud­
ied in the lanthanum manganese compounds by different techniques [9-12). 
In particular, several studies [10,14) have demonstrated a strong dependence 
of the main lattice parameters and bond lengths over a wide range of tem­
perature and doping. These studies found that due to related changes in the 
lattice [9), the principal parameters of the CMR materials, the Curie tem­
perature Tc and magnetoresistance, strongly correlate with a microstructural 
Mn-0-Mn bond angle. Asamitsu et al. (15) have shown that the variation 
of an external magnetic field can control the structural phase transition in 
Lao.s3Sro.11Mn03 crystals when the magnetic moments and charge carriers 
are coupled to the crystal structure. An important role for the understanding 
of the bulk metallic and electronic properties of La1-xSrxMn03 system is 
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a strong electron-phonon coupling related to a Jahn-Teller splitting of the 
energy levels of the Mn3+ ion (16]. 

In addition to a basic physical interest related to electron-phonon, Cou­
lomb and magnetic interactions, potential practical applications of La1-xRx 
Mn03 compounds, in particular, film structures (17-19], have stimulated the 
study of their properties by various techniques. The structure of materials, 
their lattice distortion, charge carrier concentration, and oxygen stoichiome­
try control the CMR properties of La1-xRxMn03 compounds. Due to their 
known polarization and spatial resolution capabilities, nondestructive optical 
spectroscopies (infrared, Raman) may play an important role for optimiz­
ing the properties of magnetoresistive materials. Most of the known infrared 
(IR) studies were carried out with ceramic samples and with small spec­
tral resolution (20,21]. Raman scattering (RS) studies of the La1-xSrxMn03 
systems (13,22,23], as well as studies of closely related perovskite-like ferro­
electrics (24-26], provide information that complements that obtained from 
IR investigations. 

Optical spectra of phonons, including those observed in RS are known 
to be sensitive to many of the above lattice effects. In view of the great 
attention given to this system, any information about optical phonons in 
the La1-xRxMn03 materials is of current interest. However, in perfect cubic 
perovskite structures the first-order RS is forbidden by the selection rules. On 
the other hand, small distortions of the nearly-cubic LSMO /LCMO structures 
lower the symmetry and first-order RS becomes allowed, although its intensity 
is still strongly dependent on the amount of distortion of the perovskite unit 
cell. As a rule, RS in such doped lanthanum manganese materials is extremely 
weak. In our studies of single crystals (13,23], it was found that Raman spectra 
of manganites usually contain three different comparable contributions: sharp 
features that follow the selection rules for first-order RS, a relatively broad 
second-order RS, and electronic RS. 

In this chapter we concentrate on Raman studies of the La1-xRxMn03 
(R = Sr, Ca) systems. These are designated LSMO or LCMO for R = Sr 
or Ca, respectively. The experimental data shown are mainly for Sr-doped 
single crystals and Ca-doped films, although samples doped with Ph as well 
as the spectra for Nd1-xSrxMn03 crystals were found to have some common 
Raman features as well. This chapter is organized as follows. In Sect. 10.1 we 
briefly describe the Raman technique used in the experiments and present 
the basic considerations for obtaining the selection rules for the Raman spec­
tra of the La1-xRxMn03 system. Section 10.2 considers Raman scattering in 
La1-xSrxMn03 single crystals (x = 0.1, 0.2 and 0.3). At these levels of doping 
the LSMO materials have a nearly cubic structure. However, as mentioned 
above, the existing lattice distortion gives rise to first-order Raman scattering. 
Section 10.3 deals with the undoped LaMn03 single crystal which undergoes 
a paramagnetic to canted-antiferromagnetic transition at the Neel tempera­
ture TN = 140 K. Here we show that some Raman features of this material 
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can also be found in the spectra of doped LSMO and LCMO compounds. In 
Sect. 10.4 we emphasize the use of Raman spectroscopy for nondestructive 
optical characterization of LCMO films. A correlation between Raman data 
and resistivity and magnetic measurements is demonstrated. 

10.1 Manganite Structure and Selection Rules 
for Optical Vibrational Modes 

The perovskite-type materials may be described by the general formula AB03. 
Many perovskite materials were previously the subject of extensive spectro­
scopic studies in Raman and IR, mostly due to their ferroelectric proper­
ties [24-26]. The structure of these materials involves a network of corner 
sharing oxygen octahedra. The metal ion B is located in the center of an oc­
tahedron, while the octahedral oxygens themselves are located in the edges 
of a cube consisting of A cations. In the case of the colossal magnetoresis­
tive La1-xRxMn03 manganites, the manganese occupies the B-site while 
the rare earth cation (La3+ and doping material R) occupies the A-site. Two 
well-known perovskite structures are shown in Fig. 10.1: (a)·the ideal struc­
ture with a perfect cubic symmetry 0~ and (b) the distorted orthorhombic 
structure D~~. Since the parent material LaMn03 is an antiferromagnetic in­
sulator at room temperature, the paramagnetic-to-ferromagnetic transition 
can be induced by proper doping of the system. Usually this is accomplished 
by replacing the La3+ ion by alkaline earth elements, mostly Sr or Ca. The 
values of the CMR are, typically, largest for doping values in the range from 
x = 0.2 to x = 0.4, whereas the end members of the La1-xRxMn03 se­
ries (with x = 0.0 and x = 1.0) remain antiferromagnetic insulators at low 
temperatures [6]. 

e · Mn 

0 - La/Sr ··0 

(a) (b) 

Fig. 10.1. Ideal (a) and distorted orthorhombic (b) perovskite structures of 
La1-xSr:rMn03 
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The La1-xRxMn03 system may exist in one of several phases: param­
agnetic and ferromagnetic insulators and metals, canted antiferromagnetic 
insulator and antiferromagnetic insulator phases, depending on the doping 
value x, and the temperature. A graphic depiction of these phases and the 
possible transitions among them are captured in a phase diagram. The mag­
netic phase diagrams for La1-xRxMn03 have been reported in [4c] and [9]. 
Moreover, early structural studies of manganite and related systems, mostly 
powders or ceramics, have shown that this material may have cubic (21,27], 
rhombohedral (10,15,28] or orthorhombic (29-31] symmetries depending on 
the temperature and value of doping x. The activities of vibrational modes 
in optical spectra are obtained by the methods of group theory. For the three 
commonly reported symmetries of La1-xRxMn03 materials these are sum­
marized below. 

The perfect perovskite structure belongs to the cubic space group 0~ 
(m3m), and a unit cell contains one formula unit. The optical vibrations are 
classified as 

r = 3Flu(IR) + F2u, 

where the three F1u species are "allowed" (active) in infrared (IR) absorption 
while the F2u species are inactive ("forbidden") in both IR and Raman Scat­
tering (RS). The IR-active modes of La1-xRxMn03 materials were analyzed 
within this assumed symmetry (20,21]. No Raman modes are allowed in the 
first-order spectra. However, the crystal lattice of most real La1-xRxMn03 
materials is distorted, for example due to the Jahn-Teller (JT) and other 
effects. The existing lattice distortions therefore permit the appearance of 
a first-order Raman spectrum. 

At moderate values of doping, e.g., x ~ 0.3, the rhombohedral symmetry 
Dgd (R3c) is expected. For this structure the unit cell contains two formula 
units. Therefore the following activity of optical vibrational modes is ex­
pected: 

r = A19 (RS) + 4E9 (RS) + 3A2g + 2Alu + 3A2u(IR) + 5Eu(IR) . 

So far Raman spectra for the rhombohedral structure of La1-xRxMn03 single 
crystals have been reported only in [51]. However no significant difference with 
the spectra from the orthorhombic phase was found. 

The symmetry of the parent LaMn03 material, as well as those lightly 
doped (x < 0.125) is usually described by the space group D~~(mmm). In 
this case the unit cell has four formula units and the optical vibrations are 
classified as 

r = 7A9 (RS) + 5B19 (RS) + 1B29 (RS) + 5BJ9 (RS) 

+ 8Au + 9Blu(IR) + 7B2u(IR) + 9B3u(IR). 

Accordingly, the Raman spectrum is expected to be composed of seven A9 , 

five B 19 , seven B 29 , and five B 39 modes. Since the early study by Geller (30], 
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LaMn03 is known to possess a distorted perovskite orthorhombic structure 
with both v'2 x v'2 doubling of the unit cell in the a-c plane and additional 
doubling along the b axis. This structure was studied by Raman spectroscopy 
in [22] and [23]. 

The La1-xRxMn03 single crystals used in this study were prepared by 
the floating-zone technique. Dispersive X-ray analysis, X-ray diffraction and 
microwave absorption studies [32] were used to characterize the samples. The 
crystallographic axes of the samples were determined from the above X-ray 
study as well as by scattering polarization properties in the present Raman 
measurements. The film samples studied had a thickness d ~ 270 nm and were 
prepared by the laser ablation technique by sputtering of the LCMO ceramic 
target, followed by an annealing in oxygen at 800 oc [33]. Film samples were 
deposited on two types of substrates, (001) : LaAl03 (LAO) and (001) : 
NdGa03 (NGO). 

The samples were placed in the center of a superconducting magnet/cryo­
stat operating over the ranges of temperature from T = 4.3 K to 350 K and 
magnetic field from H = 0 T to 8 T [34]. Except when mentioned other­
wise, the Raman spectra were excited by the radiation from an Ar+ ion 
laser (A= 514.5nm). The excitation power was kept below 50mW to avoid 
both possible sample damage and the uncertainty in its temperature due to 
heating. It was found from the Stokes/anti-Stokes Raman intensity measure­
ments that at this power the local temperature increase did not exceed 10 °C 
for well-polished La1-xRxMn03 crystals or films. Different polarization ge­
ometries were produced by means of a half-wave silica plate and a wide-band 
polarizer. A triple-stage multichannel spectrometer equipped with a CCD de­
tector operating at 140 K was used to obtain the Raman spectra. The spectral 
resolution was typically set at about 4 cm-1. Although most of the spectra 
were obtained in a back-scattering geometry, the weakest Raman spectra were 
detected using grazing incidence excitation and a 90°-scattering geometry to 
reduce Raman contribution from the cryostat quartz windows to the recorded 
signal. In nearly all experiments (see, however, Sect. 10.3, Fig. 10.15) the laser 
beam was first reflected off a plane diffraction grating, which spatially dis­
persed the radiation emitted by the laser plasma discharge. Thus only the 
selected line, usually the Ar laser line at 514.5nm, was allowed to irradiate 
the sample and produce Raman spectra. The spectra thus generated were 
free from any false lines due to Rayleigh scattering of the incoherent plasma 
radiation. 

10.2 Doped Crystals (x > 0} 

As noted above, a small distortion from the cubic perovskite crystal lattice 
results in a complex structure of the Raman spectra of La1-xRxMn03 single 
crystals. We note three different contributions to the intensity of the Raman 
spectra, namely those due to first-order RS, second-order RS, and electronic 
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RS [35,36]. As will be shown below, the first part follows the selection rules 
for vibrational transitions (phonons). It depends on the symmetry of the 
distorted crystal lattice. The second contribution is due to the density of 
vibrational states and usually exhibits broad-band features. The third con­
tribution, however, is an electronic RS that usually accompanies the phonon 
spectra and contributes to the total intensity as a continuous background. 
For more details on electronic RS in La1_xRxMn03 materials, we address 
the reader to [35] and [36]. 

In Fig. 10.2 the Raman spectrum of a La1-xSrxMn03 single crystal 
(x = 0.2, T = 293 K) is represented by curve 1. The xx scattering geom­
etry was chosen since this spectrum contains all the features typical for Ra­
man spectra of La1-xSrxMn03 single crystals. The abrupt intensity drop 
below 50cm-1 in spectrum 1 is due to the chosen wavelength setting of the 
premonochromator. The possible contribution of parasitic elastically scat­
tered light to the low-frequency part of Raman spectrum may be then esti­
mated as follows. Since below 50 em - 1 this contribution is found to be less 
than 5% of the maximum intensity, most of the spectrum above this fre­
quency has to be due to inelastic scattering in the Lao.sSro.2Mn03 crystal. 
Curve 2, which represents the imaginary part of the Raman susceptibility, 
Im x, is obtained from spectrum 1 by normalization with the thermal factor 
[1 + n(w)] = [1- exp(nw/k8 T)]-1. Note that the features of this spectrum 
were found to be typical for many other La1-xRxMn03 samples (Fig. 10.3) as 
well as for La1-xCaxMn03 films (Sed. 10.4). From Figs. 10.2 and Fig. 10.3 it 
follows that the Raman spectrum of a La1-xSrxMn03 single crystal may be 
fitted by a superposition of three components: few relatively sharp and weak 
peaks, an intense wide band spanning a region of "' 700 em -l, and a rel­
atively flat background extending into the high-frequency region. As men­
tioned above, this third component should be assigned to electronic RS in 
La1-xSrxMn03 materials [35] and is presented in Fig. 10.2 by the horizontal 
dotted line 3. 

The sharp peaks located at the top of the wide band have different polar­
izations and may be separated in different scattering geometries [13]. These 
sharp peaks are located in three frequency regions: 180 em - 1 to 300 em- I, 
400cm-1 to 520cm- 1 , and 580cm-1 to 680cm-1 (Fig. 10.4). The frequency 
positions of the Raman bands are somewhat higher than those of theIR F1u 

modes [20,37]. However for three different dopants R = Ca, Sr and Pb, the 
main Raman features are very similar. A full set of polarized Raman spec­
tra was obtained in order to define a possible mode assignment. Polarized 
spectra for a Lao.1Sro.3Mn03 crystal are shown in Fig. 10.5. The bands lo­
cated at 190cm-1 and 435cm- 1 were found to be the most representative 
for the spectrum of doped Lao.1Sro.3Mn03 single crystals. These bands can 
be well separated in the x' y' and y' y' scattering geometries (the prime sym­
bol 1 denotes a 45° rotation of the sample in the xy-plane) as may be seen 
from Fig. 10.5. The observed polarization dependence of the two main bands 
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Fig. 10.2. Raman spectrum (1), Raman susceptibility (2) of Lao.sSro.2MnOa single 
crystal. The dotted line (3) indicates the contribution of electronic scattering 
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Fig. 10.3. Raman spectra of Lal-xSrxMnOa single crystals with different values 
of doping, x. The spectra are corrected by the thermal factor [1 + n(w)] = [1 -
exp(liw/kBT)t1 
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Fig. 10.4. Raman spectra of manganite single crystals with the same value of dop­
ing, x = 0.3: a - Lao.1Sro.3Mn03, b - Lao.1Cao.3Mn03, c- Lao.1Pbo.3Mn03. The 
positions of the three IR-active vibrational modes, F1u, are indicated by horizontal 
lines in the bottom of the figure 

150 

1 00 

xz 

xy 

0 LL~~~~~~LLLL~~~~~~LLLJ 
100 300 500 700 

Raman shift (cm·1) 

Fig. 10.5. Polarized Raman spectra of Lao.1Sro.3Mn03 single crystal in different 
scattering geometries 
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demonstrates their different symmetries. Another band at about 450 em -l 
usually is more intense in parallel scattering geometries whereas the remain­
ing two features at 145cm-1 and 650cm-1 exhibit weak polarization de­
pendence in the xy-plane. In the xy and xz geometries the Raman spectra 
have the smallest intensity. According to previous neutron studies [9,10,28), 
La1_xSrxMn03 compounds must possess the rhombohedral (D~d) symme­
try at a doping value of x ;:::::: 0.3. From a factor group analysis one would 
therefore expect one A 19 and four E9 vibrational modes to be Raman ac­
tive (Sect. 10.1). The observed spectra, however, are more consistent with 
a tetragonally-distorted structure, which would account for the known po­
larization properties of the corresponding Raman tensor components. It is 
interesting to note that in the closely related study of a BaCe03 perovskite 
compound (38,39) the Raman spectra were also found to be more consistent 
with a tetragonal (D~h) space group, although a disagreement with neutron 
diffraction data was noted in (40). Within the tetragonal symmetry, the bands 
at 190cm-1 and 435cm-1 definitely exhibit the polarization properties of A 19 

and B19 vibrational modes, respectively. On the other hand, the number of 
observed spectral peaks and their polarization properties are not consistent 
with E9 modes, which are typical for rhombohedral D~d symmetry. A similar 
polarization behavior of the vibrational modes typical for tetragonal lattice 
symmetry was also observed in a Ndo.1Sro.3Mn03 single crystal (Fig. 10.6). 
The preference of selecting a tetragonal structure against a rhombohedral 
one is motivated by the presence of the B 19 mode (435cm-1), the absence 
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Fig. 10.6. Room temperature polarized Raman spectra of Ndo.7Sro.3Mn03 single 
crystal in different scattering geometries 
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of E 9 modes, as well as by the specific polarization dependence of spectra in 
different scattering geometries (Figs. 10.5 and 10.6). 

The main contribution to the total RS intensity in La1 _xSrxMn03 crystal 
is the broad band covering a range of about 700cm-1 as seen from Figs. 10.2 
and 10.3. It is very likely that this band is mainly due to second-order RS 
arising in the rhombohedral (pseudo-cubic [10] or cubic OD perovskite disor­
dered structures typical for doped La1-xSrxMn03 materials. The first-order 
scattering discussed above may therefore be explained by a small distortion 
of a lattice structure, one that leads to comparable intensities of the relatively 
weak first- and second-order spectra in nearly cubic perovskite compounds. 
For this reason, therefore, we consider the structure of phonon Raman spec­
tra of doped La1-xSrxMn03 single crystals to be composed of two parts. 
The first one is related to the distorted non-cubic perovskite structure and 
follows the selection rules for the first-order RS in tetragonal structure. The 
second part is mainly due to the density of vibrational states and is classi­
fied as second-order RS in a nearly cubic medium. The coexistence of both 
first- and second order RS contributions and their possible separation by 
hyper-Raman spectroscopy was described in [41]. 

Low-frequency Raman spectra of three La1_xSrxMn03 samples with dif­
ferent values of doping are presented in Fig. 10.7. For optimum display, all 
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Fig. 10.7. Raman spectra of LaMn03 single crystal (bottom panel) and polarized 
spectra of La1-xSrxMn03 single crystal with different value of doping, x. (upper 
panel). Upper and bottom spectra for each value of x correspond to the x'x' and 
x' y' scattering geometries, respectively. For x = 0.3 the spectra for the yy scattering 
geometry is shown 
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spectra are shifted in the vertical direction and have the same intensity scale. 
The Raman spectrum of a LaMn03 crystal is shown together with a set of 
spectra of doped samples for comparison. Note that the features related to the 
D~~ orthorhombic structure (the bands at 493cm-1 and 609cm-1), typical 
for undoped systems, are gradually decreasing in intensity with increasing 
value of the doping x. We attribute this phenomenon to the gradual relative 
decrease of the orthorhombic lattice distortion due to reduction of the JT 
effect in doped materials. The smaller intensity of RS at higher values of 
x indicates that La1-xSrxMn03 compounds tend toward a cubic structure. 
In the spectrum of Lao_gSr0 _1Mn03 (Fig. 10.7, upper panel) the intensities 
of the bands at 493 em - 1 and 609 em - 1, typical for the D~~ orthorhombic 
symmetry, are weak, but still stronger than those in highly doped crystals. 
No new bands typical only for the rhombohedral phase, for example, E9 

modes, were detected in the experimental spectra covering the transition 
from the orthorhombic (x = 0) to the proposed rhombohedral one in doped 
La1-xSrxMn03 crystals. This may be expected if the corresponding rhom­
bohedral distortion of the structure were not big enough. As was found from 
the neutron study [10], the lengths of the Mn-0 bonds in this case become 
almost equal. Nevertheless, Raman spectra at higher doping still display are­
duction of the total scattering intensity, a change of the band shape and an 
anomalously large shift of the band associated with the A19 mode with both 
temperature and doping (Figs. 10.8 and 10.9). At this point, we note that 

---- ------ -------------------- --<>------ii---<> 

220 . --

T (K) 

Fig. 10.8. Temperature dependence of the position of A19 mode in Raman spectra 
of La1-xSrxMn03 single crystals: curves a, b, c and d correspond to x = 0, 0.1, 0.2 
and 0.3, respectively 
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Fig. 10.9. Raman shift of the A19 mode in La1-xSrxMn03 single crystals as a func­
tion of doping value x. Positions of the same modes in other manganites with x = 0.3 
are shown for comparison 

the frequency of this band (Fig. 10.9) may be used for a fast non-destructive 
measurement of the doping value x in a La1-xSrxMn03 system (see below). 

As known from the classification of the phonon modes in cubic perovskite 
structures [20,21,24], the low-energy part of the vibrational spectrum is usu­
ally assigned to external vibrations. In the case of the La1-xRxMn03 system, 
these vibrations involve the motion of the La and Sr (or other doping ions) 
with respect to Mn06 octahedra. In [38] a similar conclusion was drawn in 
a Raman study of the BaCe03 perovskite system. The main features observed 
in the present experiments are consistent with the same assignment of the A 19 

Raman mode since its position was found to be sensitive to both the amount 
(Fig. 10.8) and kind (Fig. 10.9) of the dopant. Nevertheless a complete lattice 
dynamics calculation of the La1-xRxMn03 system would be necessary for an 
unambiguous assignment of the Raman spectrum. 

As shown in Fig. 10.9, the frequency change of the above A 19 mode, 
[243cm-1 (at x = 0.1)- 125cm-1 (at x = 0.55)] = 118cm-1, has the oppo­
site sign to what might be expected from the difference in the atomic weights 
of Sr(87) and La(139). Such behavior is unusual in terms of considerations 
appropriate to the mixed crystals [42]. A possible reason for the 118 cm-1 
softening of the A19 mode may be given in terms of the specific interaction 
between La and Sr ions and the Mn06 octahedron. A strong force constant 
describing this interaction may overcompensate the mass effect and thus ex­
plain the anomalous shift. The La and Sr ions occupy the sites between the 
oxygen octahedra and the ionic radius of this site, (r A), increases with Sr 
doping in La1-xSrxMn03 compounds [43]. The overlap of the Mn-site d or­
bitals and oxygen p orbitals was found to be strongly affected by the internal 
pressure generated by the La/Sr-site, and a wide-ranging dependence of the 
Curie temperature Tc on the change of ionic radius of a La site (r A) was 



10 Raman Scattering in Perovskite Manganites 461 

demonstrated [9). We suggest that this phenomenon is also responsible for 
the decrease of the force constant in the La/Sr-Mn06 system as well as for 
the corresponding shift of the related Raman mode with doping. 

We now consider the large temperature shift of this band, which is es­
sentially higher than what would be expected from the usual temperature­
dependent anharmonic effect. For all doped crystals this change is approx­
imately 20cm-1 in the temperature range from 5K to 300K (Fig. 10.8). 
Assuming the validity of the above argument, the shift of"" 20cm-1 can also 
be explained by a temperature dependence of the ionic radius (r A)· When 
the value of doping x is a constant, an additional anharmonic effect is also 
present and this results in the stronger reduction of the Raman shift with 
temperature. 

A suggested practical application of the foregoing may be a fast op­
tical determination of the doping value x in the La1_xSrxMn03 system. 
This involves the measurement of the Raman shift of the low-frequency A19 

mode. This method is based on the observed change in the Raman dis­
placement, 6.w = 118cm-I, which corresponds to a change in the doping 
value 6.x = 0.45. For this purpose, the curve in Fig. 10.9 may be used as 
a calibration guide. The position of the A19 mode, at least over the range 
0.1 < x < 0.55, may be determined from the Raman spectrum with an un­
certainty 8a < 2 em - 1. Therefore, the estimated uncertainty in the measured 
value of x should be of the order of 6.x(8aj6.w), which is better than 7% 
even for x = 0.1. For the determination of x by this method it is necessary 
that the calibration curve be obtained from samples with well-defined x. The 
stoichiometric composition must be also well known since it may affect the 
vibrational spectrum. The influence of additional factors can be accounted 
for in the calibration procedure. 

Raman spectroscopy as a non-destructive optical technique has another 
advantage that is often used for spatially-resolved analysis. The laser radia­
tion may be focused into a diffraction-limited spot of a diameter D = 4>..f j1rd 
where >.. is the wavelength, f is the focal length of the lens, and dis the diame­
ter of the (collimated) laser beam. In the present case, the diameter of a laser 
beam was d = 3 mm and the focal length of focusing lens, f = 100 mm. There­
fore, Dis approximately 0.02mm for>..= 514.5nm. Since Raman spectra are 
collected exactly from the illuminated laser spot, this value corresponds to 
an in-plane spatial resolution. In Figs. 10.10 and 10.11 some Raman spectra 
from the surface of a Lao.sSro.2Mn03 single crystal are shown as a function of 
position of the laser beam on the crystal. Both sets of spectra correspond to 
a displacement of ±1.5mm from an almost invisible boundary line on the sur­
face of the crystal. All spectra have the same intensity scale but were shifted 
for clarity in the vertical direction within each top and bottom sets. The obvi­
ous difference between both sets is the intensity of the peak at about 500 em - 1 
(Fig. 10.10). It was found that this peak is usually stronger in the orthorhom­
bic phase of the La1-xSrxMn03 system (see also Figs. 10.12 and 10.13). In 
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Fig. 10.10. Spatial dependence of Raman scattering from Lao.sSro.2Mn03 single 
crystal. Lower and upper sets of spectra correspond to a maximum displacement of 
±1.5 mm from a selected boundary on the surface of crystal 
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Fig. 10.11. The same notation as in Fig. 10.10. The x'y' scattering geometry is 
shown 

the crossed polarization shown in Fig. 10.11, one can observe the change in 
the intensity of the 435cm-1 peak, which is a signature of the tetragonal 
phase. Accounting for the relatively small signal accumulation time (2 min), 
this example demonstrates the principal possibilities of Raman spectroscopy 
as a tool for a fast diagnostic of the nonuniformity of La1-xSrxMn03 crystal 
surfaces or films. 
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Fig. 10.12. Temperature dependent Raman spectra of LaMn03 single crystal. 
Spectra a, b and c correspond to T = 293 K, 373 K and 423 K, respectively. The 
spectrum of a doped Lao.9Sro.1Mn03 sample at T = 293K is shown for comparison 

10.3 Undoped Crystals (x = 0) 

The stoichiometric compound LaMn03, the parent material for the La1-xRx 
Mn03 series, is an antiferromagnetic insulator at room temperature and does 
not exhibit CMR behavior. It was found that LaMn03 possesses the GaFe03 
structure [30), and the D~~ (mmm) orthorhombic symmetry ofLa1-xRxMn03 
crystal was reported for both undoped [22,23,29) and lightly doped (x < 
0.125) samples [10). As follows from a group theoretical analysis (Sect. 10.1), 
the following activity of the Raman modes is expected for different scattering 
geometries: A19 - xx, yy, zz; B1g - xy; B 29 - xz; B 39 - yz. Here the x and 
y axes are located in the ac plane while z axis coincides the b direction. 

As shown in Sect. 10.2, the Raman spectra of La1_xRxMn03 crystals 
contain features that can be interpreted as first-order scattering from tetrag­
onal structures. We show below that some of these features have their origin 
from a parent LaMn03 material. A set of spectra from an undoped sam­
ple at different temperatures is shown in Fig. 10.12, together with that of 
Lao.9Sr0 .1Mn03. It was found that with an increase of the sample temper­
ature the features related to the D~~ orthorhombic structure gradually de­
crease in intensity. We explain this as a relative reduction of the orthorhom­
bic lattice distortion, which comes about by the stronger thermal motion 
of the ions. Many previous studies have indicated that at high tempera-
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tures perovskite-like compounds approach a cubic structure. At the same 
time the intensities of the bands at 493 em -l and 609 em -1, related to the 
D~~ orthorhombic symmetry, are weak in the spectrum of Lao.9Sr0 .1Mn03 
(Fig. 10.12). It follows from Figs. 10.4-10.7, that a further drop of these in­
tensities occurs in highly doped crystals. Two main conclusions may be drawn 
from the above observation. First, the RS from La1-xRxMn03 single crystals, 
at least in the range of 0.1 < x < 0.3, contains the features of both struc­
tural phases (tetragonal and orthorhombic). Secondly, this behavior is also 
in qualitative agreement with the decrease of the Jahn-Teller distortion with 
increasing doping. As indicated in Figs. 10.4-10.7 and 10.12, the reduction 
of the JT distortion in La1_xRxMn03 crystals at higher values of x has the 
same effect on Raman spectra as the change of the crystal symmetry due to 
the temperature-induced phase transition. This observation is also confirmed 
by polarized Raman spectra of doped crystals (13]. Jahn-Teller distortion is 
known to be responsible for the orthorhombic distortion of the nearly-cubic 
perovskite La1-xRxMn03 structure. The JT splitting of the Mn3+ ion energy 
levels plays an important role in the understanding of metallic and electronic 
properties of these and similar systems. 

Polarized Raman spectra of an undoped LaMn03 crystal in different scat­
tering geometries are shown in Fig. 10.13. The main maxima were observed 
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Fig. 10.13. Polarized Raman spectra of LaMn03 single crystal in different scatter­
ing geometries. Spectra a, b, c, and d correspond to x'y', y'y', zz and xz scattering 
geometries, respectively 
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at 96 (not shown in Fig. 10.13), 142, 210, 260, 291, 333, and 493cm-1 (A19 

modes), and 149, 309, 450, 484, and 609cm-1 (B19 modes). These modes 
can be easily separated and identified by polarized Raman scattering. We 
also note, however, the presence of some additional bands whose assignments 
becomes more problematic because their intensities do not correlate with 
those predicted for D~~ orthorhombic symmetry (Sect. 10.1). For example, 
the wide band at 675cm-1 exhibits a weak polarization dependence while the 
band at 430cm- 1 appears for almost all scattering geometries. The strong 
peak at 660cm-1 was usually present in RS from unpolished faces of the 
crystal (Fig. 10.14). Since this peak was never observed from freshly-polished 
crystals, we consider it to be due to degraded surface compounds, which 
very likely may be lanthanum or manganese oxides. The band at 675cm-1 

was also observed in the spectra of doped La1-xRxMn03 materials and may 
be explained in part as a contribution of the second-order Raman process. 
Both a relatively small distortion of a nearly cubic lattice and its disorder 
in the perovskite structures results in comparable intensities of the first- and 
second-order RS. 

At the Neel temperature TN~ 140K, undoped LaMn03 compounds un­
dergo a phase transition from paramagnetic insulator to the canted-anti­
ferromagnetic phase (10,11]. We studied the temperature dependence of the 
Raman spectra of LaMn03 crystal in order to find the RS features related 
to this transition. Over the extended temperature range from 5 K to 423 K, 
most of the observed phonon peaks show both ordinary and anomalous shifts 
with temperature. Some irregularity in the Raman shift was found at T close 
to TN ~ 140K. In particular, the strongest effect was observed for the B 19 

mode at 609cm-1 . As known from IR spectra (24], the high-frequency vi­
brational mode in La1-xRxMn03 crystal may be assigned to the internal 
vibration related to the mutual Mn-0 motion within the oxygen octahedron. 
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Fig. 10.14. Comparison of Raman spectra from a freshly polished surface of 
LaMn03 single crystal (a) and from an unpolished surface of the same crystal (b) 
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It is known also that this high-frequency mode should be sensitive to the Mn-
0 bond lengths. In the orthorhombic D~~ phase (x = 0), Mn ions occupy the 
ci sites. Since these ions do not undergo displacements in vibrational modes 
that are active in RS, the Raman-active Mn-0 mode involves only the mo­
tion of the oxygen atoms. We classify, therefore, the B 19 mode at 609cm- 1 

as a stretching Mn-0 vibration, due to both its location and the relatively 
strong intensity. The same assignment of the high-frequency B19 mode in the 
similarly structured compounds BaCe03 and SrCe03 was done in [38] and 
was later elaborated upon for LaMn03 [22]. 

Polarized Raman spectra involving this mode are shown in Fig. 10.15. In 
this case the spatial dispersion filter (see Sect. 10.1) was not used and a sharp 
(Rayleigh scattered) Ar+ plasma emission line shows up in all spectra. The 
position of this line serves as a fiduciary mark and demonstrates that over the 
whole range of temperatures from 120 K to 278 K the temperature generated 
shifts of the Raman lines are genuine and cannot be attributed to instrumen­
tal drifts or instabilities. Thus the observed shift of the B 19 mode is not an 
artifact and will be discussed below. The abrupt frequency shift of the B 19 

mode at T close to TN ~ 140K is shown in the Fig. 10.16. In theIR study of 
the LCMO system [21], a similar phenomenon was explained by the strong 
electron-phonon coupling near the metal-insulator transition [16,21] resulting 
in a polaron-related effect on the vibrational mode. Here we observe the shift 
of the Raman B 19 mode in a LaMn03 insulating phase. On the other hand, 
in the recent study of the orthorhombic LaMn03 phase [44], the variations of 
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Fig. 10.15. Raman spectra of a LaMn03 single crystal in course of paramagnetic 
insulator-to-canted antiferromagnetic metal transition. Spectra a, b, c and d corre­
spond to T = 120 K, 140 K, 180 K and 278 K, respectively 
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Fig. 10.16. Temperature dependence of the Raman shift of the high-frequency B19 

mode in LaMn03 single crystal 

the lattice parameters, unit-cell volume, and sublattice magnetization were 
reported, and their irregular behavior in the temperature range from 100 K 
to 150 K was clearly indicated. We found that the Raman shift of the B 19 

mode at 609cm-1 observed in the present experiment (Fig. 10.16), qual­
itatively correlates well with the value of the magnetization (44]. For this 
reason, a spin-lattice interaction may serve as a reasonable explanation of 
the observed irregular shift at temperatures close to TN ~ 140 K. A spin­
lattice interaction arises from the stabilization energy required to bring the 
Mn06 octahedra to a particular structural configuration. This stabilization 
energy is determined by the relative orientation between the Mn spins of near 
neighbor Mn02 planes. The Mn06 octahedra change accordingly in response 
to the antiferromagnetic ordering of the Mn spins as LaMn03 undergoes 
a paramagnetic to canted-antiferromagnetic transition. 

10.4 Films 

Before dealing with the analysis of Raman scattering from Lat-xCaxMn03 
(LCMO) films we consider the Raman spectra of the LCMO ceramic target 
material used for preparing the films. In Fig. 10.17 such Raman spectra of 
ceramics with x = 0.3 are shown for both parallel and crossed polarizations. 
We note that the Raman spectra of the target material are consistent with 
spectra of doped manganite single crystals (Sect. 10.2) (13,23], if allowance 
is made for an intensity redistribution due to the arbitrary orientation of 
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Fig. 10.17. Comparison of polarized Raman spectra of L8{).7C8{).3Mn03 ceramics 
(upper panel) and L8{). 7Sro.3Mn03 single crystal (lower panel) 

microcrystals in ceramics. As was shown above, the two vibrational modes 
of A19 (""' 200 cm-1 ) and B 19 ( 435 cm-1 ) symmetries characterize the Raman 
spectra of these crystals. The polarization properties of the components of 
the scattering tensor in the ceramic are consistent with a tetragonal unit cell. 
The Raman spectra of the films prepared from the ceramic by laser ablation 
were, however, strongly modified. Polarized Raman spectra of these films on 
LaAl03 (LAO) substrates are presented in Fig. 10.18 (see also Fig. 10.23). 
In addition to the peaks already present in the spectra of the ceramics, we 
note also two additional peaks below 200 em - 1 . A better resolved structure, 
clearly seen at lower temperature (Fig. 10.23), was observed in the range from 
400 em - 1 to 500 em - 1 . Other notable differences are the softening of the low 
frequency A19 mode and the higher intensity of the peak at 660 cm-1 for the 
films annealed in oxygen. 

Among the possible reasons for the change of Raman spectra in films, 
and by implication, therefore, the microscopic symmetry, we consider first 
the mechanical strain, arising from the mismatch of the lattice parameters 
between the substrate and the LCMO materials. As found from this Raman 
experiment, there was no essential difference between the spectra of the films 
(d""' 270nm) on NdGe03 (NGO) and LAO substrates (Fig. 10.19). However, 
from [17] it is known that the lattice mismatch in LCMO-LAO (1.8 %) is 
about an order of magnitude higher than that in the LCMO-NGO system 
(0.2%). The absence of observable differences in the Raman spectra of the 
two films may therefore be better understood in terms of a limited pene-
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Fig. 10.18. Polarized Raman spectra of Lao.1Cao.3Mn03 as-grown (G) and an­
nealed (A) films 
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Fig. 10.19. Polarized Raman spectra of Lao. 7Cao.3Mn03 films on LaAl03 (LAO) 
and NdGa03 (NGO) substrates. For each film, two spectra in the y'y' and x'y' 
scattering geometries are shown 
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tration depth ("' 10 nm) of the excitation radiation. While in the LCMO­
substrate system the strains should be more effective near the substrate­
film interface [45], they are expected to be smaller on the other (film-air) 
side of the film, which contributes primarily to the RS. The appearance of 
additional peaks in the spectra of the films at 87, 145, 410, and 470cm- 1 

(Fig. 10.23) may therefore be the signature of a rhombohedral (Dgd) phase 
of La1-xCaxMn03. This phase was observed in some neutron diffraction 
studies of La1-xSrxMn03 materials [9,10]. As defined by the selection rules 
(Sect. 10.1), the Raman spectra from the rhombohedral (Dgd) LCMO phase 
should contain A 19 +4E9 modes. Moreover, the E9 modes are expected to be 
present in both parallel and crossed geometries and this was experimentally 
observed. From the changes observed in the Raman spectra of the target and 
the film, we may conclude that the film's structure is affected mainly by the 
deposition process. The lattice mismatch between the film and the substrate 
would be expected to be more important for Raman spectra from thinner 
films. 

Raman spectra of films with different doping are presented in Fig. 10.20. 
The main change in the intensity was found for the broad band at about 
600 em -l. However, taking into account the data from other films and LSM 0 
single crystals, this change may be mainly attributed to the oxidation (anneal-
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Fig. 10.20. Comparison of polarized Raman spectra of Lai-xCaxMnOa films (x = 
0.2 and 0.3) in the x'y' and y'y' scattering geometries 
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ing) process, rather than to a doping dependence. The Raman study of LSMO 
single crystals [13,23) has shown that this band cannot be assigned to a fun­
damental lattice vibration due to its temperature behavior, large linewidth 
and weak polarization dependence. This band may therefore be a disorder­
induced Raman feature, and its origin is expected to reside in a lattice defect 
due to an existing oxygen deficit. It is known that a deficit of oxygen intro­
duces defect-disorder features in perovskite structures while appropriate an­
nealing reduces local disorder and leads to relaxation of the Mn-0-Mn bond 
angle [46,47). The disorder-induced nature of the band at 600cm-1 receives 
additional support in the present Raman spectra of La1-xCaxMn03 films, 
since this band is less intense in annealed structures (Fig. 10.20) in which 
the oxygen deficit is smaller. The relative intensity of this disorder-induced 
Raman band may, therefore, serve as a good indicator of the oxygen deficit 
in LCMO films. Furthermore, the comparable intensities of the 600cm-1 

bands in LSMO single crystals and annealed films indicate also a compara­
ble structural disorder in these two systems and emphasizes a relatively high 
crystallinity of particular films prepared by the laser ablation technique. 

As seen from the experimental data, the Raman spectra of some LCMO 
film samples also contain a peak at about 660cm-1 . This peak appears more 
often in the spectra of annealed samples though less intense features were 
detected also from as-grown samples. Due to its intensity dependence this 
peak may be considered as a Raman signature of the film annealed in oxy­
gen. However a peak at about 660cm-1 was also observed in an undoped 
LaMn03 (LMO) single crystal provided the Raman scattered light was col­
lected from a previously unpolished face of the crystal (see Fig. 10.14). Upon 
polishing, this peak disappeared and only the well-known spectrum of the 
LMO structure was observed [23). To verify that this peak is due to the near­
surface area of a film, i.e., closest to its film-air boundary, we compared the 
Raman spectra obtained with different excitation wavelengths. Using the set 
of wavelengths available from Ar+ and Kr+ lasers, we found that the nor­
malized (to the A 19 mode) intensity of the 660 cm-1 peak strongly depended 
on the excitation wavelength, Ai (Fig. 10.21). The observed large intensity 
change, about 15-fold in the range from 458nm to 647nm, cannot, however, 
be explained only by the change in penetration depth of the exciting light. An 
additional intensity dependence due to a resonance Raman effect may likely 
be present. However, if a resonance Raman feature contributes only to the 
intensity of one selected peak ( 660 em - 1), different ground electronic states 
for the LCMO material should be expected, including the one that is respon­
sible for the mode at 660 em - 1 . Thus, whatever contributes to the trends 
in the intensity, the surface effect, or resonance Raman, the 660cm-1 peak 
cannot be assigned to a vibration mode of the LCMO lattice. More likely, 
this mode is related to one of the simple oxides of lanthanum or manganese 
and probably describes a long-term degradation of the sample surface area. 
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Fig. 10.21. Dependence of the 660cm- 1 peak intensity in the Raman spectra of 
a Lao. 7 Cll{)_ 3 Mn03 film on the excitation wavelength. These intensities were nor­
malized to that of A19 mode for each ,\ 

Raman spectra of LCMO films with different values of doping x are shown 
in Fig. 10.22 (x = 0.2) and Fig. 10.23 (x = 0.3). The unpolarized spectra 
of a Lao.sCao.2Mn03 film, shown in Fig. 10.22, contain all the A19-, B19-

and E 9 -like modes. Moreover, the A 19 and B 19 modes may be separated by 
polarization as shown in Fig. 10.23 for a Lao.1Cao.3Mn03 film. In the latter 
case, the x' and y' axes, and therefore the orientation of the LCMO film, 
were found from the highest intensity contrast between A 19 and B19 modes. 
To illustrate the behavior at low temperatures, we point to the disappear­
ance of both broad bands at about 460cm- 1 and 600cm- I, while the band 
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Fig. 10.22. Unpolarized Raman spectra of a Lao.sCao.2Mn03 film at different tem­
peratures. Spectra a, b, c, d, e and f correspond toT = 120, 140, 170, 200, 230 and 
260 K, respectively 
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Fig. 10.23. Polarized Raman spectra of an annealed Lao.1Cao.aMnOa film in the 
x' y' and y' y' scattering geometries. The spectra in each panel correspond to tem­
peratures (from top to bottom) 300, 250, 220, 180, 130, 70 and 7K, respectively 

at 460cm-1 evolves into a clearly resolved structure. Besides these changes, 
there are new peaks at 410cm-1 and 470cm-1 that exhibit the typical polar­
ization behavior of the E9 modes in the y'y' and x'y' scattering geometries. 
Therefore, the band at 460 cm-1 , which is unresolved at higher temperatures, 
should be assigned to second-order Raman scattering rather than to a par­
ticular phonon mode. For the reason discussed above, the band at 600cm-1 

was assigned as a disorder-induced Raman feature. Note that the strongest 
A19 (493cm- 1 ) and B19(609cm- 1 ) modes in undoped LMO materials should 
also be considered as possible contributors to the intensity of the broad bands 
at 460cm-1 and 600cm- 1 (see Sect. 10.3), since the second-order Raman 
spectrum is usually related to the density of vibrational states. 

Compared to as-grown films, a small (3-5cm-1) softening of the A19 

mode in the annealed samples is always present in Raman spectra (Figs. 10.16 
and 10.20). In an inverse process, i.e. upon deoxygenation of LCMO films, 
a hardening of the related 225 cm-1 Raman peak was observed (48]. The an­
nealing of as-grown manganite films in oxygen usually reduces the number of 
oxygen vacancies and increases the Tc of the sample. This leads simultane­
ously to an effective lattice change, i.e. a compression of the unit cell along 
the crystallographic axes band c (49]. As known from the high pressure Ra­
man studies, such compression, however, should lead to a hardening of the 
A19 mode, i.e., to the opposite effect. Therefore, the reason for the softening 
of the A19 mode in the Raman spectra of LCMO films may be the same as in 
the case of doping LaMn03 with strontium (13]. Besides, the increase of the 
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ionic radius (r A) of the La/Ca site is able to overcompensate the expected 
hardening of a vibrational mode induced by compression of the unit cell. 

With a decrease of temperature from 300 K to 7 K, smooth hardening of 
the A19 mode was observed in Raman scattering from La1-xCaxMn03 films 
(Fig. 10.24). However, the linewidth of this mode exhibits a relatively steep 
decrease below 250 K (Fig. 10.25). The LCMO compounds with x = 0.3 have 
a paramagnetic insulator-to-ferromagnetic metal phase transition at Tc "' 
250 K [6]. In analyzing the factors affecting the linewidth of the A19 mode at 
227 cm-1 , we consider three main causes: electron-phonon interaction, an­
harmonicity, and electron spin-lattice coupling. Usually, an electron-phonon 
interaction without a spin effect leads mainly to the broadening of the phonon 
mode [50], which is opposite to the observed effect. The temperature depen­
dent Raman behavior of the A19 mode (Fig. 10.24) also suggests that the 
steep linewidth change in the temperature range from 250 K to 210 K can­
not be explained by an anharmonic effect. The observed narrowing of the 
227 em - 1 Raman peak was therefore attributed to the spin-lattice interaction 
affected by spin ordering below Tc when LCMO undergoes the paramagnetic 
insulator-to-ferromagnetic metal phase transition. Note that the character of 
the 227 em - 1 peak narrowing in the temperature range 7- 300 K correlates 
satisfactorily with the magnetization data as seen from Fig. 10.25. A similar 
correlation was found also with resistivity data. 
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Fig. 10.24. Temperature dependence of Raman shift of the A 19 mode in 
Lao. 7Cao.3Mn03 film. Open and closed diamonds are related to as-grown and an­
nealed samples, respectively 
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Fig. 10.25. Temperature dependence of Raman linewidth of the A19 mode in as­
grown (open diamonds) and annealed (closed diamonds) Lao.7Cao.3Mn0g films. 
The magnetization data for annealed sample (small open diamonds) are shown for 
comparison 

10.5 Summary 

Raman spectroscopy is shown to be a useful tool for the study of the phase 
transitions in lanthanum manganese compounds. The observed temperature­
dependent polarized Raman spectra of doped and undoped La1-xRxMn03 
single crystals have shown a significant dependence of scattering by optical 
phonons on both the kind and amount of the dopant. They are sensitive to 
structural and magnetic transitions driven by both doping and temperature. 

Polarized Raman spectra of undoped and doped La1-xRxMn03 single 
crystals have been studied in the temperature range from 5 K to 423 K (R = 

Sr, Ca). Raman spectra of the doped La1-xRxMn03 crystals have weakly­
resolved features and intensities comparable to those of the second-order 
spectra in cubic media. The spectral intensity is mainly related to scatter­
ing by optical phonons at q "' 0 (for x ~ 0) and the density of vibrational 
states for x > 0.1. The small distortion of the nearly cubic lattice of doped 
La1-xSrxMn03 single crystals results in a structured phonon Raman spec­
trum that is composed of two parts. The first part is assigned to the distorted 
non-cubic perovskite lattice and follows the selection rules for first-order scat­
tering from a tetragonal structure. This indicates a predisposition toward 
a tetragonal structure in doped La1-xSrxMn03 single crystals. The second 
part is attributed to second-order Raman scattering, and its shape reflects 
the density of vibrational states. 

An effect of the spin-lattice interaction was found in Raman spectra of 
undoped LaMn03. The most intense B19 mode in LaMn03 crystal has an 
abrupt frequency shift near TN = 140 K, which corresponds to a paramagnetic 
to canted-antiferromagnetic phase transition. A simple frequency dependence 
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of the A 1g external mode upon x was found. This dependence may be used 
for optical diagnosis of the doping value x in the La1-xSrxMn03 crystals. 
Although the frequency of the A1g mode was found to be sensitive to doping, 
the observed shift is opposite to that expected from the difference in the 
atomic weights of Sr and La. The anomalies of phonon Raman scattering 
from doped crystals were explained by both the temperature and doping 
dependence of the ionic radius of a La/Sr-site. 

A correlation of lattice transformation as well as magnetic ordering in 
La1-xCaxMn03 films with Raman scattering data was found. It was shown 
that the structural changes, preferable orientation of films as well as an influ­
ence of deposition conditions can be ascertained from phonon Raman spectra. 
The effect of spin-lattice interaction due to spin ordering below Tc was ob­
served in Raman spectra of La1-xCaxMn03 films. The results of this work 
may be extended to other related manganite structures, in particular, the 
La1-xSrxMn03 films. These results prove that Raman spectroscopy can be 
a useful probe for optical diagnostics of LCMO films. 
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X Raman Scattering 
from Perovskite Ferroelectrics 

R.S. Katiyar 

Raman scattering has proven to be extremely useful for studies of phase 
transitions in ferroelectric materials and, in particular, as a tool to charac­
terize soft modes [1] and features related to order-disorder phenomena [2]. 
The dynamical behavior of phase transitions and their sensitivity to temper­
ature and doping can be easily elucidated by Raman scattering measurements 
[3-5). The perovskite (AB03) ferroelectric materials in thin-film form are of 
considerable interest, particularly for non-volatile ferroelectric random access 
memory and microwave devices. The ferroelectric properties depend strong­
ly on film preparation, chemical composition and microstructures (crystal 
structures, orientation, grain size, domain structure, and surface roughness). 
Micro-Raman scattering from ferroelectric thin films provides a useful link 
between the phonon spectrum and the microstructure of the film. 

Micro-Raman investigations on nanocrystalline PbTi03, (PbBi2)Ta209, 
(PbLa)Ti03, Pb(Sc1; 2Ta1; 2)03 and (PbZr)Ti03 (PZT) reveal that the low­
frequency modes are grain size and thickness dependent (6,7]. A distinct soft­
mode-induced phase transition appears in each material and the transition 
temperature decreases with decreasing grain size. Figure X.1 shows softening 
of the E(1 TO) mode as a function of Zr concentration x for PZT powder with 
grain size of 60 nm. The extrapolated phase boundary appears at x = 0.4, 
whereas in the corresponding bulk samples the boundary inferred from Ra­
man data is at x = 0.52 [4). The temperature dependence of the frequency 
and damping of the E(1 TO) mode in PbTi03 with varying film thickness are 
plotted in Fig. X.2. As for bulk samples, the temperature dependence of the 
soft-mode frequency is in accordance with the Curie-Weiss behavior. 

Relaxor ferroelectrics, such as PbMg1; 3Nb2; 303 (PMN) and 
PbSc1; 2 Ta1; 20 3, are a special class of complex oxide materials with large 
dielectric response extending over a wide range of temperature that do not 
follow the Curie-Weiss law. The crystallographic space group in relaxors is 
different from that of proper ferroelectrics in that the former exhibit nanoscale 
ordered regions dispersed in a three dimensional disordered matrix. Relax­
ors with 1 : 1 B site ions show the possibility of order-disorder transform­
ations, while members with 1 : 2 B site ionic arrangements show intrinsically 
disordered behavior. The size of the ordered regions in relaxors is typically 
in the range 2-5 nm which makes Raman scattering an ideal means to probe 
their structural features [8). Unlike proper perovskite ferroelectrics, such as 
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BaTi03 and PbTi03 , soft modes have not been observed in rela:x:or ferroelec­
trics. 

However, Raman scattering has demonstrated potential usefulness to study 
static and dynamical aspects of the B-site ordering, to distinguish different 
types of substitution in the A and B sublattices and to probe selection rule 
deviations. One of the major conclusions drawn from Raman studies is that 
the space group of the relaxor nanoregions is Fm3m and that this symmetry 
remains as the samples go through the maximum of the dielectric constant at 
Tm [8]. This study also confirms an important common structural aspect of 
complex perovskites in that the nanoscale clusters exist with 1: 1 B-site order, 
regardless of whether the stoichiometric composition for the B ions is 1: 1 or 
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1: 2. These findings establish a relationship between Raman spectra and crys­
tal symmetry in materials consisting of nanoscale regions, thus showing that 
Raman scattering serves as a complementary tool of direct microstructural 
characterization that has been developed in the last decade. 

As the temperature increases above T m, one observes a gradual loss of 
individuality in the dynamics of the B' and B" octahedra. Finally, above 
700 K and for most materials, the nanoregions transform to a primitive cu­
bic lattice (Pm3m) where all first-order Raman modes disappear. In PMN, 
the dynamic relaxation of translational symmetry correlates with the appear­
ance of a broad central peak reflecting competing interactions between two 
frustrated phase transitions [8]. 
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-- ab initio calculations, 168, 169 
Phonon-magnon interaction, 214 
Phonon modes, 460 
- silent, 171, 317 
Phonons Bi-2212 
- inelastic tunneling spectrum, 163 
Photoluminescence, 110, 112 
Phototransformed C6o, 333, 335 
1r bands, 325 
Plasma frequency SIP 
- screened, 178, 296 
Plasmon, 12, 89, 143, 179, 296, 297 
Platinum Oxides, 239 
Point group, 317, 329, 341 
Poisson's equation, 139 
Poisson ratio, 288 
Polariton, 69 
Polarization, 7 
Polarization directions, 319 
Polarized light, 284 
Polarized mode, 9 
Polarized Raman scattering, 241, 454, 

464 
Polyiodide chains, 357 
Polymers, 446 



Polyparaphenylene, 322-324 
Polyyne, 315 
Pr, 251 
Pr-123, 155 
PrBa2Cu2.1Alo.307 
- multimagnon scattering, 216 
PrBa2Cu2Cu307 
- dielectric function, 216 
PrBa2Cu301-c1 
- Frohlich interaction induced phonons, 

172 
- Raman spectra, 172 
Pregraphitic carbon, 319 
Pressure, 23, 184, 247, 287, 290, 326, 

333, 335, 337, 352, 353 
Pr3+ ion 
- /-electrons, 200 
Propene, 255 
Pt, 239 
PtO, 239 
Pt506, 240 
Pyrolytic graphite, 318, 324 

Quantum effects, 344, 352 
Quantum well, 3, 111, 129, 148 
Quasi-modes, 292 

Radial breathing mode (RBM}, 316, 
328, 329, 331, 336, 342-344, 346, 347, 
352, 353, 355, 357 

Radial compression, 352 
Raman active libron, 335 
Raman active modes, 161, 314, 319, 

329-332, 335-337, 341-343, 353-355, 
452 

Raman A 9 spectra 
- screening, 181 
Raman cross-section, 326, 350, 351 
Raman edge filter, 41 
Raman efficiencies, 163 
Raman intensities 
- HTSC, 173 
Raman phonons 
- z-polarized in HTSC, 161 
Raman processes 
- multicarrier, 179 
Raman scattering 
- by electronic excitations, 152 
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- by electrons in the superconducting 
state, 184 

- by two magnons, 153 
-- Hamiltonian, 212 
-- lineshape, 214 
- interband excitations, 176 
- intraband electronic excitations, 176 
- normal metals, 176 
- of x-rays, 152 
Raman spectra 
- Frohlich interaction induced odd 

phonons, 172 
Raman tensor 
- A 9 modes, 163 
- calculations in HTSC, 173 
- phases, 173 
Rare earth ions, 152 
Rayleigh light rejection, 42, 453 
Rayleigh scattered light, 40, 453 
Rb2MnF4 
- scattering by two magnons, 214 
Rb3C6o, 331, 336, 337 
Rb6C6o, 331 
RE-123 
- nonsuperconducting semiconductor, 

155 
RE-123 superconductors 
- primitive unit cell, 154 
RE-124, 156 
- double chains, 156 
RE2-xCexCu04 
- Raman forbidden phonons, 167 
Resonance, 37, 148, 244, 274 
Resonance Raman scattering, 275, 314, 

316, 322, 323, 325, 338, 341, 344, 
346, 347, 350, 352, 471 

Resonant effects, 12, 148 
Resonant Raman experiment, 129 
Resonant Raman processes, 2 
Resonant Raman scattering, 114 
Rh, 239 
Rh02, 246 
Rh203, 246 
Rhodium Oxides, 246 
Rope lattice, 339, 352, 353 
Ru, 239 
Rugate filter, 41 
Ru02, 24 
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Ruthenium Oxide, 246 
Rutile, 236, 241, 242, 246 
Rutile structure, 10, 24 

Sampling depth 
- photoelectron or tunneling spectro­

scopies, 157 
Sapphire, 306 
Scanning tunneling microscopy (STM), 

339, 350 
Scanning tunneling spectroscopy (STS), 

350, 352 
Scattering 
- by AF fluctuations, 204 
- one-magnon scattering, 209 
- two-magnon, 209 
Scattering by AF fluctuations 
- normal-to-superconducting transi-

tion, 218 
Scattering by magnetic fluctuations 
- superconducting cuprates, 217 
Scattering by pair-breaking excitations 
- Y-123, 197 
Scattering by two magnons 
- and electronic structure of Cu02, 210 
- chiral, 214 
- in a Cu02 plane, 210 
- large efficiency, 210 
Scattering efficiency, 182 
- absolute in HTSC, 173 
Scattering efficiency calculations 
- LMTO-LDA method, 180 
Scattering efficiency in HTSC 
- vertex corrections, 189 
Scattering Hamiltonian 
- A19 symmetry, 212 
- A29 symmetry, 213 
- B19 symmetry, 212 
- electric dipole, 209 
Screening 
- in A19 scattering efficiency, 189 
Screening of pair-breaking scattering, 

186 
Second-order Raman scattering, 59, 70, 

314,324,325,329,332,333,365,458 
Second-order spectrum, 16 
Selection rule, 3, 9, 11, 66, 151, 450, 

451 
Self-energy 

- electron-phonon interaction, 195 
Semiconductor, 56 
Semimetal, 314, 354 
Si, 10, 104, 259 
SiC, 297, 306 
Sh-xGe.,, 17 
Si.,Gel-x, 91 
Silent modes, 162, 329, 330, 332, 333, 

341 
Silica (a-Si02), 236 
Single particle excitations, 139 
Single-wall carbon nanotubes, 316, 

337-339, 341-347, 349, 350, 352-358 
Sintering, 238 
Si02, 22 
Sm-123 
- anisotropy ratio of phonon Raman 

spectra, 176 
- CF multiplet, 203 
- ground state CF multiplets, 202 
- Raman spectra, 17 4 
SmBa2Ba2Cu307 
- CF transitions, 201 
SmBa2Cu305 
- crystal field excitations coupled to 

phonons, 203 
SmBa2Cu307-Ii 
- polarization dependence of Raman 

spectra, 175 
SmBa2Cu30d 
- crystal field levels, 201 
Sm3+ ion 
- !-electrons, 200 
Sn, 20 
so2, 258 
Soft mode, 23, 24,480 
sp bond, 315 
sp2 bond, 314-316, 319, 324 
sp3 bond, 314-316 
Space group, 10, 276, 314, 316, 452 
Spatial correlation, 259, 307 
sp bond, 315, 316 
Spin flip scattering 
- in doped semiconductors, 209 
Spinel, 236 
Stoichiometry, 26, 326, 335, 355, 357, 

450 
Stokes process, 1, 6, 11 



Stokes scattering intensities, 11 
Strain, 86, 281, 468 
Strain effects, 26, 468 
Stress, 80, 104, 287, 290 
Subband, 111 
Substrate, 331, 334 
Sulfuric acid, 355, 358 
Superconducting gap 
- anisotropic nature, 152, 227 
Superconductivity, 151, 226, 326, 335, 

337 
- BCS-like, 196 
- pairing mechanism, 153 
Superconductors, 151, 232 
Superlattice, 97, 98, 112 
Supports, 235 
Surface area, 235 
Susceptibility, 6, 7, 64, 73 
SWNT ropes, 344 
Symmetry, 314, 316, 317, 319, 326, 327, 

329-331, 333, 337, 339-341, 343, 344 
Symmetry-allowed process, 319, 321 
Symmetry-breaking process, 319, 332 
Synchrotron radiation, 178 
Synthesis, 337-339, 354, 355 

Tangential mode, 352 
TEM, 339, 351, 355 
O-Aiz03, 236 
Thompson scattering, 178 
Thomson radius, 182 
Three-way-catalysts, 239 
Tight binding, 352, 353 
Ti02, 236 
Titania, 237 
T1Ba2Can-1Cun02n+d-8, 157 
TlzBa2Can-lCUn02n+6, 157 
T!zBa2Cu06, 154 
TO phonons, 11, 171, 276 
Translational symmetry, 151 
Transverse acoustic, 108 
Transverse optic mode, 69 
Transverse plasmons, 199 
Travelling-zone 
- method of crystal growth, 159 
Triplet electronic state, 333 
Two-dimensional conductors, 157 
Two-magnon scattering, 230 
- overdoped HTSC, 217 
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- temperature dependence, 215 
- underdoped HTSC, 217 
Two magnons plus one phonon 
- IR spectra, 216 
Two-mode behavior, 19 
Two-mode behavior, 91, 303 
Two-phonon scattering, 15 

Ultraviolet, 333 
Underdoped HTSC 
- phonon anomalies above Tc, 198 
Unsold's theorem, 67 
uv, 254, 275 

Vander Waals forces, 326 
Vegard's Law, 96 
Vibrational Raman spectra 
- disorder induced, 165, 319, 321-324 
Virtual transitions 
- renormalization of the phonon 

scattering efficiency, 195 

Washcoat, 235 
Wavevector conservation, 151 
Wide Band-Gap Semiconductors, 27 4 
Wurtzite, 275, 279 

X-ray diffraction, 281, 321-323, 355 
x 2 -y2 symmetry 
- in HTSC, 164 
- Raman tensor, 164 

Y-123 
- asymptotic behavior of electronic 

scattering, 193 
- eigenvectors of the Raman phonons, 

169 
- electronic scattering efficiency, 185, 

186, 188 
- IR-active eigenvectors, 170 
Y-124 
- eigenvectors of A9 Raman-active 

modes, 170 
- phonon eigenvectors, 169 
- phonons, 164 
- Raman absolute scattering efficien-

cies, 174 
YAG laser, 36, 39 
YBa2Cu306.o, 217 
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YBa2Cu305.3, 217 
- optic magnons, 209 
YBa2Cu306.s 
- as a change transfer insulator, 211 
YBa2Cu307, 154 
- Raman spectra, 166 
- untwinned crystal, 166 
YBa2Cu307-8, 161 
- bleaching of Raman forbidden 

phonons, 165 
- crystals, 159 
- IR-active phonon eigenvectors, 171 
- thin films, 159 
- twinned crystals, 159 
YBa2Cu40s 

- Raman spectra, 165 
Young's modulus, 288 

Zeolites, 254 
Zhang-Rice singlet band, 211 
Zigzag nanotube, 338-341, 343, 346 
Zincblende, 7, 9, 58, 67, 275, 279 
Zincblende semiconductors, 11, 118 
Zirconia, 238 
ZnxCdl-xS, 19 
ZnO, 303 
Zr, 251, 479 
Zr02, 261 
ZSM-5 zeolite, 255 
Zurich salt, 158 
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