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A B S T R A C T

Silicon carbide (SiC) has important application prospects in power and radio frequency (RF) devices. However,
preparing large-diameter, high-quality SiC crystals is challenging. The major technique for growing large-
diameter SiC crystals is the physical vapor transport (PVT) method and the key point for adjusting conditions is
to find an optimal thermal field. In this study, we propose a resistance heating method called the ‘‘3 separation
heater method" with 3 heaters separated by the graphite foam insulations so that 3 important parts (the SiC
source powder area, SiC seed area, and seed holder) of the growth cell can be heated independently through
thermal radiation from each separated heater. Further, the insulation separators play an important role as
a switch of the heat flux. The numerical studies of the thermal field design for this model are conducted
with the help of the numerical simulation software COMSOL Multiphysics and its appropriate parameters are
explored. At last, the relationship between the parameters and crystal growth conditions, such as the radial
temperature difference (RTD) and edge temperature gradient (ETG), is expressed by the back-propagation (BP)
neural network and the optimal parameter values for crystal growth conditions have been confirmed using the
non-dominated sorting genetic algorithm (NSGA-II).
1. Introduction

Due to the advantages of the wide band gap, high breakdown
field strength, high thermal conductivity, and high carrier mobility [1–
4], silicon carbide (SiC), particularly 4H-SiC, has received widespread
attention in the application of high-power and high-frequency electron-
ics, such as electrical vehicles, 5G communications, and renewable-
energy systems [5,6]. Low-defect-density, low-cost, and large-size are
fundamental for the fabrication of SiC devices.

The major technique for growing large-size SiC crystals is the physi-
cal vapor transport (PVT) method, which evolves from the Lely method
developed in 1955 by Lely J.A through a sublimation process [7].
However, the Lely method cannot effectively control the growth of
the single crystal. Tairov and Tsvetkov pioneered the seeded sub-
limation method to grow SiC single crystal in 1977, which is also
called the ‘‘modified Lely method’’, or PVT method [8,9]. Remark-
able improvement in SiC growth technology has been made in recent
decades, Ziegler et al. and Augustine et al. [10] successively improved
the method proposed by Tairov and Tsvetkov, to successfully grow
large-size and high-quality SiC crystals.
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In this method, SiC powder is used as the source material placed at
the bottom of a cylindrical dense graphite crucible, a SiC seed crystal
is placed near the lid of the crucible, and a high-purity Ar (or He) flow
is employed for growth [11]. In the crystal growth process, the SiC
powder is sublimated by the high temperature into gas-phase species
consisting of Si, Si2C, and SiC2 [12]. Then they will be transported
to the surface of the seed crystal through a process of convection
and diffusion, in which the 3 species will also be transformed into
each other through chemical reactions [13]. At last, they deposit and
crystallize on the seed crystal because the vapor is supersaturated near
the seed for the relatively lower temperature [14]. Adjusting conditions
to find an optimal thermal field is a key point to improve the crystal
quality since the temperature difference is a driving force for gas phase
species transport and deposition on crystal seed [15–17].

The application of the SiC device is limited by the high manufac-
turing cost of SiC substrates, therefore, 8-inch SiC will become the
mainstream in industrial production due to its low cost-yield ratio and
large-size advantage [18]. However, with the diameter increase from
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150 mm to 200 mm, the difficulty of multiple physical field control
multiplies, especially with the thermal field control, which plays a de-
cisive role in the growth of large-size SiC crystals. The crucible becomes
larger with the expansion of crystal diameter, which causes an increase
of the thermal resistance from outside to inside. As a consequence,
the central temperature of the crystal and source powder decreases,
and simultaneously the radial temperature difference (RTD) increases,
resulting in a greater convexity of the crystal shape, which will induce
polytypes [19], cracks, and the increase of micro defects such as
micropipes and dislocations [20,21] because higher convexity always
implies higher internal stress. Further, the relatively high temperature
at the edge of the source powder region causes the decomposition rate
to be higher than that in the center, resulting in a strong gas flow near
the crucible wall. As well, there are abundant carbon sources on the
crucible wall. Consequently, the growth rate of the outer edge of the
crystal is enhanced. This phenomenon will lead to an ‘‘M’’ shape crystal,
which always evolves with the poly-crystal surrounding it [17]. All in
all, during SiC crystal growth, a nearly flat, slightly convex surface with
smooth edge morphology gives birth to high-quality crystals. Therefore,
we need to find an optimal thermal field with a low RTD on the surface
of the seed crystal to avoid large convexity, and with a large edge
temperature gradient (ETG) to counteract the influence of the strong
gas flow and abundant carbon sources at the edge to avoid the ‘‘M’’
shape crystals.

From an experimental point of view, the PVT method is a semi-
closed black box growth method and we lack the method to measure
the crystal growth surface temperature directly [22]. Therefore, nu-
merical studies are carried out to aid experimental studies of PVT
nowadays, which can reliably predict experimental results in a short
time and greatly reduce experimental costs [14,17,23–30]. With the
application of numerical simulation, Nishizawa et al. successfully es-
tablished stable growth of a constant-diameter SiC ingot by optimizing
the shape and location of the ‘‘liner’’ inside the crucible, obtaining
high-quality single crystals [31]. Based on the optimized condition by
numerical simulation, Zhao et al. obtained a uniformly deposited 8-inch
polycrystal with a minimum thickness of 9.6 mm, and the convex-
ity was reduced to 6.4 mm, compared with the original scheme of
13 mm [32]. The simulation provides good guidance in optimizing the
crucible geometry and operating parameters. In this study, we propose
numerical studies of the thermal field design and optimization for
resistance heating 8-inch SiC bulk crystal growth by the finite element
method (FEM) analysis in the COMSOL Multiphysics. The resistance
heating method of our growth furnace is called the ‘‘3 separation
heater method’’, in which 3 heaters are separated by the graphite
foam insulations. At last, we have explored the optimal crystal growth
condition through the back-propagation (BP) neural network and the
non-dominated sorting genetic algorithm (NSGA-II), enabled by the
commercial software MATLAB.

2. Methods

2.1. Numerical model of heat transfer

The FEM enabled by the COMSOL Multiphysics software is em-
ployed to investigate the thermal field of SiC crystal growth. Fig. 1(a)
shows the 2D axis-symmetric global model for the designed ‘‘3 sep-
aration heater method’’ PVT furnace. As is seen, this model consists
of graphite foam insulation, resistance heater, graphite crucible, SiC
powder, seed crystal, and seed holder, whose feature is that 3 resistance
heaters are separated by the graphite foam insulations. Computational
grids are constructed, shown in Fig. 1(b), with 12914 mesh cells
generated in total.

Unlike the induction heating type, the heat source of the resistance
heating type is a resistive heating element, and the power is controlled
by changing the current with a consistent voltage. For the growth of SiC
crystal by the PVT method, there are 3 important areas in the growth
2

Fig. 1. (a) Configuration of the designed ‘‘3 separation heater method’’ PVT furnace;
(b) The meshing of the calculation model.

Fig. 2. (a) Schematic diagram of each parameter that can be adjusted in this system;
(b) The enlargement of the graphite insulation ‘‘hat’’ in red rectangle in (a); (c) The
radial (horizontal) axis ‘‘r ’’ and axial (vertical) axis ‘‘z’’.

cell: the SiC source powder area, SiC seed area, and seed holder. The
biggest advantage of the method in this study is that the outer wall
of these important areas can be heated through thermal radiation from
each separated heater respectively, to realize the control of the thermal
field in each area.

In this study, the global heat transfer includes radiation heat ex-
change in gas between solid surfaces, heat conduction in solid media,
heat conduction, and convection in the gas, which are taken into
consideration to calculate the thermal field. The heat conduction is
described by the following stationary equation [29,33]:

∇ ⋅ (−𝑘∇𝑇 ) + 𝜌𝐶𝑝𝑢 ⋅ ∇𝑇 −𝑄 = 0, (1)

where 𝑄 stands for the heater source; 𝐶𝑝 for the thermal capacity; 𝑘 for
temperature-dependent thermal conductivity; ∇𝑇 for the temperature
gradient; 𝜌 for the material density; 𝑢 for the fluid flow velocity.

The radiative heat flux at the boundaries is calculated as:

𝑞𝜎 = 𝜀𝜎(𝑇 4
∞ − 𝑇 4

𝜎 ), (2)

where 𝜀 denotes the emissivity; 𝜎 is the Stephen Boltzmann constant;
𝑇∞ and 𝑇𝜎 are the ambient temperature and boundary temperature,
respectively.

Further, we have also taken the latent heat during SiC growth into
consideration:

𝑞𝐿 = 𝜌𝜐𝐿, (3)

where 𝑞𝐿 is the released heat per unit area during the crystallization; 𝜌
is the density of SiC crystal with a value of 3160 kg∕m3; 𝜐 is the crystal
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Fig. 3. Typical structure of the BP network with 6 inputs, 2 outputs, and hidden layers.

Fig. 4. NSGA-II procedure.

growth rate and 𝐿 is the latent heat of deposition with a value of 5730
kJ∕kg [30].

Fig. 2(a) shows the schematic diagram of each parameter that can
be adjusted to optimize the thermal field in this system. 𝑅1 and 𝑅2
stand for the length of the graphite foam insulation separators; 𝑃1, 𝑃2,
and 𝑃3 denote the power of each resistance heater. Fig. 2(b) shows
the enlargement of the graphite insulation ‘‘hat’’ on the seed holder,
which is used to optimize the radial temperature distribution curve
on the seed crystal surface. 𝐿 stands for the length of the ‘‘brim’’ and
𝑑 for the height. Fig. 2(c) displays the radial (horizontal, indicated
by ‘‘r ’’) and axial (vertical, indicated by ‘‘z’’) axis. The RTD of the
seed crystal surface is shown as 𝑇𝑟(B) - 𝑇𝑟(A), the axial temperature
difference (ATD) from the center of the SiC source powder to the center
of the seed crystal is shown as 𝑇𝑧(C) - 𝑇𝑧(A), and the ETG is the slope
of the temperature curve at the edge of the seed crystal, denoted by
𝑑𝑇𝑟/𝑑𝑟(𝑟 = 𝑟𝐵). The RTD and ETG can effectively control the shape of
crystal growth, and the gradient of ATD directly controls the crystal
growth rate (𝐺), which is calculated as [34]:

𝐺 =
𝑐 𝐞𝐱𝐩(𝑎 − 𝑏∕𝑇𝑠)(ATD∕𝐿𝑧)

𝑇 1.2
𝑠 𝑃𝑎𝑟𝑔𝑜𝑛

, (4)

where 𝑎, 𝑏, and 𝑐 are the constants with values of 30.77, 6.71 × 104,
and 4.22 × 10−6, respectively, 𝑇𝑠 denotes the temperature on the SiC
crystal surface, 𝑃𝑎𝑟𝑔𝑜𝑛 stands for the Ar pressure, and 𝐿𝑧 is the distance
between the SiC seed crystal and source powder.

2.2. BP neural network and NSGA-II algorithm

When we go further to optimize the thermal field in this design, it is
needed to identify the functional relationship between these parameters
and the growth conditions first. However, dealing with such a huge
amount of data is difficult for COMSOL Multiphysics. Thus, this work
can be done by using artificial neural networks (ANN) [35–38]. In
this study, we choose the back-propagation (BP) neural network [38–
40] to quickly map the complex non-linear relationships between the
optimizing parameters (𝐿, 𝑑, 𝑅1, 𝑅2, 𝑃2, and 𝑃3) and targets (the
RTD and ETG). Then, the non-dominated sorting genetic algorithm
3

(NSGA-II) is deployed to find the optimal parameters of the thermal
field [41–43], and we set the optimal growth condition as the RTD
closest to 10 K and ETG as large as possible in this study. Both of the
algorithms are realized with the commercial software MATLAB.

Fig. 3 shows the typical structure of a BP neural network, consisting
of 3 layers: input, hidden, and output layers. In this study, the 6 inputs
are the parameters in our design: 𝐿, 𝑑, 𝑅1, 𝑅2, 𝑃2, and 𝑃3; the 2
outputs are the RTD and ETG; w𝑖𝑗(v𝑚𝑛) represents the weight value of
the connection from the 𝑖(𝑚)th neuron of the proceeding layer to the
𝑗(𝑛)th neuron of the receiving layer, b𝑗 and d𝑛 are the threshold values
of each layer. The numbers of hidden layers and neurons in each hidden
layer are uncertain, which determines the accuracy and speed of the
predictions of outputs.

The BP neural network consists of the signal propagation and the
back-propagation of the error. In the signal propagation process, the in-
put layer receives the inputs, then the inputs are processed, propagated
to the next level, and processed, until the outputs layer. For the back-
propagation of the error, the errors between the outputs and targets
are back-propagated and the weight or threshold values are amended
to minimize the errors and accurately reflect the relationship between
the inputs and targets. The details and equations of the processes were
described in the previous work [44] by Huang et al.

GA is a class of parallel iterative algorithms with certain learning
abilities, inspired by the core idea of ‘‘survival of the fittest’’ and
‘‘natural selection’’ from the theory of evolution [45,46]. The sets of
variables are coded and considered as ‘‘chromosomes’’ representing
individuals, which experience selection, crossover, and mutation after
initialization in the evolution process until the stopping condition is
satisfied. The details and equations of the processes were described in
the previous work [40] by Li et al.

However, for a problem of multi-objective optimization, there is no
unique solution that can optimize all the objectives at the same time.
That is, there is a conflicted relationship between the objective func-
tions, and the optimal solution is usually a series of solutions. There-
fore, the non-dominated sorting genetic algorithm (NSGA-II), whose
optimal solution is a set of Pareto front solutions (a solution set that
is not dominated by any other solution), is employed to search for the
non-dominated solutions. The so-called domination of solutions can be
explained that, for a bi-objective optimization problem of minimiza-
tion, if 𝑓1(𝑥1) < 𝑓1(𝑥2) and 𝑓2(𝑥1) < 𝑓2(𝑥2) (or 𝑓1(𝑥1) > 𝑓1(𝑥2) and 𝑓2(𝑥1)
> 𝑓2(𝑥2)), it is defined that 𝑥2 is dominated by 𝑥1 (or 𝑥1 is dominated by
𝑥2), otherwise, 𝑥1 and 𝑥2 are not dominated by each other. Lastly, we
choose one candidate solution that both targets are in good condition
as the optimal solution.

NSGA-II introduces a fast non-dominant sorting method, density
estimation, crowded comparison operator as well as elitism, and its
procedure is shown in Fig. 4 [47,48]. At first, an initial population 𝑃0
is created and sorted based on the non-domination. Then, it is used to
generate an equal-size population 𝑄0 by the selection, crossover, and
mutation operators. Science elitism is introduced by comparing the cur-
rent population with previously found best non-dominated solutions,
the non-dominated sorting algorithm is applied to rank the solutions
in a combined population 𝑅𝑡 = 𝑃0 ∪ 𝑄0, and solutions with smaller
front values are remained, just like 𝐹1, 𝐹2, and 𝐹3 in Fig. 4. For the
last non-dominated set 𝐹𝑖 that the next equal-size population cannot
accommodate all the solutions in it, just like 𝐹4 in Fig. 4, they are sorted
by the crowded-comparison operator in descending order, and the best
solutions are chosen to fill all population slots. Fig. 4 shows the 𝑡th
generation of the NSGA-II Algorithm, a new equal-size population 𝑃𝑡+1
is generated and it will be used for selection, crossover, and mutation
to create a new equal-size population 𝑄𝑡+1. Such steps are continued
until only one frontier is left.
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Fig. 5. Schematic diagrams of the heat flux (denoted by arrows) and isothermals for (a) 𝐿 = 0 mm, 𝑑 = 28 mm; (b) 𝐿 = 25 mm, 𝑑 = 28 mm; (c) 𝐿 = 50 mm, 𝑑 = 28 mm;
(d) 𝐿 = 25 mm, 𝑑 = 60 mm; (e) 𝐿 = 25 mm, 𝑑 = 5 mm. The radial temperature distribution on the seed crystal surface for (f) 𝐿 = 0 mm, 𝑑 = 28 mm; (g) 𝐿 = 25 mm, 𝑑 =
28 mm; (h) 𝐿 = 50 mm, 𝑑 = 28 mm; (i) 𝐿 = 25 mm, 𝑑 = 60 mm; (j) 𝐿 = 25 mm, 𝑑 = 5 mm.
Fig. 6. (a) 𝐿 and 𝑑 dependence of the RTD, shown as the 3-D view; (b) 𝑑 dependence of the RTD for different 𝐿; (c) 𝐿 dependence of the RTD for different 𝑑.
Fig. 7. (a) 𝐿 and 𝑑 dependence of the ETG, shown as the 3-D view; (b) 𝑑 dependence of the ETG for different 𝐿; (c) 𝐿 dependence of the ETG for different 𝑑.
3. Result and discussion

3.1. The role of graphite insulation ‘‘hat’’

In this design, we set a graphite insulation ‘‘hat’’ to change the path
and magnitude of heat flux, which can adjust the radial temperature
distribution curve on the seed crystal surface (from point 𝐴 to point 𝐵
in Fig. 2), as shown in Fig. 5 with the parameters 𝑅1 = 𝑅2 = 150 mm;
𝑃1 = 1 kW; 𝑃2 = 3 kW and 𝑃3 = 23 kW. As 𝐿 and 𝑑 vary, the shape of
the radial temperature distribution curve changes. As discussed in the
Introduction section, the shape of the SiC crystal is determined by the
radial temperature curve, which plays a decisive role in crystal quality,
the graphite insulation ‘‘hat’’ therefore has a direct influence on the SiC
crystal growth.
4

Fig. 6 shows the 𝐿 and 𝑑 dependence of the RTD, it is seen that
the RTD decreases with the increase of 𝑑, to the contrary, it increases
as 𝐿 increases. The reason for this phenomenon has been displayed in
Fig. 5, as 𝐿 increases, the magnitude of the heat released from the part
near the edge of the seed holder decreases, and the magnitude released
from the area around the center increases, the edge temperature will be
relatively high and the RTD will increase as a result. For the increase of
𝑑, the heat released from the area around the center of the seed holder
reduces and that released near the edge enlarges, therefore, the edge
temperature will drop relative to the center. With these two factors, it
is easy to understand the behavior of the RTD shown in Fig. 6.

Fig. 7 shows the 𝐿 and 𝑑 dependence of the ETG, which exhibits
the opposite behavior of the RTD. It increases with the increase of 𝑑
and decreases as 𝐿 increases, as shown in Fig. 7(b) and (c). This is
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Fig. 8. Schematic diagrams of the heat flux (denoted by arrows) and isothermals for (a) 𝑅1 = 150 mm, 𝑅2 = 150 mm; (b) 𝑅1 = 60 mm, 𝑅2 = 150 mm; (c) 𝑅1 = 150 mm, 𝑅2 =
60 mm.
Fig. 9. (a) 𝑅1 and 𝑅2 dependence of the RTD, shown as the 3-D view; the radial temperature distribution with (b) 𝑅1 = 150 mm and (c) 𝑅2 = 150 mm; and the insets in (b)
and (c) show the 𝑅2 and 𝑅1 dependence of the RTD, respectively.
Fig. 10. (a) 𝑅1 and 𝑅2 dependence of the ETG, shown as the 3-D view; (b) 𝑅1 dependence of the ETG for different 𝑅2; (c) 𝑅2 dependence of the ETG for different 𝑅1.
due to that the value of the ETG depends on the radial variation of
the magnitude of heat released at the edge. It should be noted that, if
𝐿 or 𝑑 is too small, the shape of the seed surface radial temperature
distribution curve will be concave or too flat, as shown in Fig. 5(f) and
Fig. 5(j). To avoid this phenomenon, we set 𝐿 ≥ 20 mm and 𝑑 ≥ 20 mm
in this study.

3.2. The varying of 𝑅1 and 𝑅2

As seen in Fig. 8, the heat flux has been shown, with the parameters
𝐿 = 25 mm; 𝑑 = 28 mm; 𝑃1 = 1 kW; 𝑃2 = 3 kW, and 𝑃3 = 23 kW.
Obviously, the heat flux path changes when the length of each insula-
tion separator is adjusted. The insulation separator plays an important
role as a switch, by shortening it, the heat in the lower will cruise to
the upper from the gap between the crucible and graphite insulation
5

separator. Besides, a part of the thermal radiation path of the heater is
also blocked by the insulation separator.

When insulation separators are long enough, as shown in Fig. 8(a)
with 𝑅1 = 150 mm and 𝑅2 = 150 mm, the crucible wall of each part
is heated by the thermal radiation of the heater respectively, and then
the heat can only be mainly transferred through the crucible wall into
the growth cell, to be mostly released through the seed holder at last.
Although 𝑅2 is quite short in Fig. 8(b), 𝑅1 is long enough to close the
gap and stop the heat to escape near the upper insulation separator.
As a result, the heat can still only be mainly released through the seed
holder, same as shown in Fig. 8(a). Besides, the thermal radiation of
ℎ𝑒𝑎𝑡𝑒𝑟2 and ℎ𝑒𝑎𝑡𝑒𝑟3 can completely arrive the crucible wall. In addition,
the heat of the gas around ℎ𝑒𝑎𝑡𝑒𝑟2 and ℎ𝑒𝑎𝑡𝑒𝑟3 will get mixed together
and then transport upwards because there is no block between them
when 𝑅2 is quite small. Consequently, the heat transferred through
the upper crucible wall to the growth cell enlarges. When 𝑅 is quite
1



Journal of Crystal Growth 614 (2023) 127238B. Xu et al.
Fig. 11. 𝑃2 and 𝑃3 dependence of (a) the RTD and (b) ETG for 𝑃𝑡𝑜𝑡𝑎𝑙 = 27 kW, shown as the 3-D view.
Fig. 12. (a) Radial temperature distribution, (b) 𝑃3 dependence of the RTD, and (c) ETG, for 𝑃2 + 𝑃3 = 27 kW. (d) Radial temperature distribution, (e) 𝑃3 dependence of the
RTD, and (f) ETG, for 𝑃1 + 𝑃3 = 20 kW. (g) Radial temperature distribution, (h) 𝑃2 dependence of the RTD, and (i) ETG, for 𝑃1 + 𝑃2 = 18 kW.
small, the gap becomes another channel to release the heat, as shown in
Fig. 8(c). The heat released through the seed holder reduces markedly
because much is transferred outside through the gap between the upper
insulation separator and crucible.

Considering the heat flux discussed above, we can easily understand
the results in Fig. 9, which displays the 𝑅1 and 𝑅2 dependence of the
RTD. As is shown, with the increase of 𝑅1 and 𝑅2, the RTD shows two
opposite behaviors of increasing and decreasing respectively. Fig. 9(b)
and (c) demonstrate the radial temperature distribution on the surface
of the seed crystal with 𝑅1 = 150 mm and 𝑅2 = 150 mm, respectively.
It is worth noting that the shapes of the temperature curves change
and the curves drop at the edge for small values of 𝑅1, as seen in
Fig. 9(c), such that the RTD even decrease to negative values. As seen
in Fig. 8(a) with 𝑅 = 150 mm and 𝑅 = 150 mm, the heat flux and
6

1 2
the isothermals near the seed crystal in the thermal field are displayed,
and a non-negligible amount of heat is transferred into the growth cell
through the crucible wall near the seed crystal edge. Obviously, the
transferred heat in Fig. 8(b) at the same position enlarges so that the
edge temperature will be relatively high, because of the decrease of
𝑅2 as discussed before, which explains the behavior in Fig. 9(b). In
contrast, the heat in Fig. 8(c) is released outside at the same position,
resulting in a drop at the end of the isothermals, which accounts for
the behavior in Fig. 9(c).

For the ETG, as shown in Fig. 10, its behavior is similar to that of
the RTD, contrary to the role of graphite insulation ‘‘Hat’’. This is due
to that the length of insulation separators controls the heat transferred
near the seed crystal edge along the radial direction, with which the
RTD and ETG behave similarly.
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Fig. 13. Comparison of the numerical simulation values and BP network predictions
for (a) the RTD and ETG; The correlation coefficients between the numerical simulation
results and BP network predictions for (c) the RTD and (d) ETG.

3.3. The varying of power

Finally, the power distribution of each heater also plays a decisive
role in the RTD and ETG. Fig. 11 shows the schematic diagrams of
𝑃2 and 𝑃3 dependence of the RTD and ETG, with the parameters 𝐿 =
25 mm; 𝑑 = 28 mm; 𝑅1 = 𝑅2 = 150 mm. In this study, we set total
power 𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃1 + 𝑃2 +𝑃3 = 27 kW to ensure that the temperature
on the seed surface is suitable for SiC crystal growth. It is seen that
the RTD and ETG behave similarly with the varying of 𝑃2 and 𝑃3, both
of them increase with the increase of the sum of 𝑃2 and 𝑃3. And if
𝑃2 + 𝑃3 is constant, they decrease with the increase of 𝑃3, which is
also shown in Fig. 12(a)–(c) with 𝑃2 +𝑃3 = 27 kW. When 𝑃1 + 𝑃3 is
constant, as shown in Fig. 12(d)–(f) with 𝑃1 +𝑃3 = 20 kW, the RTD and
ETG increase with 𝑃3 increasing. Moreover, with the increase of 𝑃1, the
radial temperature curves drop at the edge, such that the RTD and ETG
even fall below zero, as seen in Fig. 12(d). When 𝑃1 + 𝑃2 is constant,
as shown in Fig. 12(g)–(i) with 𝑃1 +𝑃2 = 18 kW, the RTD and ETG
increase when 𝑃2 increases, and they will also fall below zero when 𝑃1
increases.

Thus, it can be concluded that, for the RTD and ETG, 𝑃2 (the power
of 𝐻𝑒𝑎𝑡𝑒𝑟2) has the most positive effect, then 𝑃3 (the power of 𝐻𝑒𝑎𝑡𝑒𝑟3);
𝑃1 (the power of 𝐻𝑒𝑎𝑡𝑒𝑟1) has the negative effect. This phenomenon
is due to that 𝐻𝑒𝑎𝑡𝑒𝑟2 directly heats the crucible wall around the SiC
seed crystal by thermal radiation and has a greater effect on the heat
transferred inside near the seed crystal edge along the radial direction,
which accounts for the same behavior of the RTD and ETG. However,
𝐻𝑒𝑎𝑡𝑒𝑟1 directly heats the seed holder by thermal radiation. When 𝑃1
increases, the temperature of the seed holder will be higher than that
in the lower area and the heat will be transferred outside through the
crucible wall. Therefore, we set 𝑃2 + 𝑃3 > 20 kW to ensure that the
temperature of the source material is much higher than that of the seed
crystal.

3.4. BP network training

So far, we have discussed the roles of the graphite insulation ‘‘Hat’’,
the length of the graphite insulation separator, and the power distribu-
tion play on ETD and RTD. Then, we need to use the BP neural network
to map the complex non-linear relationships between the optimizing
parameters (𝐿, 𝑑, 𝑅 , 𝑅 , 𝑃 , and 𝑃 ) and targets (the RTD and ETG).
7

1 2 2 3
Fig. 14. (a) Pareto front solutions for the last generation and the intersection of two
perpendicular dotted lines denote the candidate solution we choose; (b) The corre-
sponding ATDs of the Pareto front solutions; (c) The radial temperature distribution on
the seed crystal surface of the optimized condition; (d) The central axial temperature
distribution (from point 𝐶 to point 𝐴 in Fig. 2(a)) of the optimized condition.

Table 1
Ranges of training parameters.

Parameter Lower limit Upper limit

𝐿 (mm) 20 40
𝑑 (mm) 20 50
𝑅1 (mm) 110 150
𝑅2 (mm) 50 150
𝑃2 (kW) 0 27
𝑃3 (kW) 0 27

It is well known that the precision of a BP Network model largely
depends on the diversity and reservoir of the training data [39], which
are obtained from the numerical simulations in this study. Hence,
we have collected 2000 datasets of the optimizing parameters and
corresponding targets, with the ranges of parameters shown in Table 1.
The constructed BP neural network has 2 hidden layers with 15 neurons
in each layer, and the Bayesian Regulation back-propagation is used
as a training algorithm. The training results of the test cases for the
RTD and ETG are shown in Fig. 13, with an average relative error of
less than 0.1% and correlation coefficients of 1 for the RTD and ETG,
demonstrating that the results are satisfying.

3.5. NSGA-II optimization

In this study, the optimal thermal field is set as the RTD closest to 10
K and ETG as large as possible, which is a two-objective optimization
problem. In the last step of the optimization, the well-trained BP
network coupled with NSGA-II is used to search for the solution that
we need. There are 200 candidates in each generation, and the ter-
mination criterion is set to 600 iterations. After iterative computation,
the candidates are non-dominated sorted by target function values and
crowd distance, with the Pareto front solutions for the last generation
shown in Fig. 14(a). As shown in Fig. 14(a), the ETGs of the Pareto
front solutions are large enough (1300–2000 K∕m), and the RTD that
meets the requirement of optimal thermal field in this study is set to
be no more than 1 K away from 10 K. Hence, we select the candidate
that |RTD-10|(K) is the maximum under 1 K to get the ETG as large as
possible under the condition of meeting the requirement, as is shown
by the intersection of two perpendicular dotted lines in Fig. 14(a), with
the parameters 𝐿 = 20.2 mm, 𝑑 = 42.5 mm, 𝑅1 = 147.6 mm, 𝑅2 =
134.8 mm, 𝑃1 = 0.1 kW, 𝑃2 = 5.2 kW, and 𝑃3 = 21.7 kW. The calculated
RTD is 10.9 K and ETG is 1447.7 K∕m by the numerical simulation
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Fig. 15. (a) The 3D axis-symmetric thermal field of the furnace with the color scale;
(b) The 2D axis-symmetric thermal field of the crucible with the color scale, and the
lines denote the isotherms.

under these optimal parameter values, which are very close to the
predictions by NSGA-II as the RTD is 11.0 K and ETG is 1450.1 K∕m.
Fig. 14(c) shows the radial temperature distribution curve on the seed
crystal surface of the optimized condition, by numerical simulation,
which appears a slightly convex shape.

Under the optimized condition, the RTD is low enough (10.9 K)
to ensure a slightly convex surface of the crystal. Besides, the large
ETG (1447.7 K∕m) ensures that the crystal edges are polycrystal-free.
Additionally, ATD is also large (46.4 K) enough for the SiC source
powder to sublimate upwards, as is shown in Fig. 14(b) and (d). Lastly,
the axial temperature gradient inside the source powder, as is seen
in Fig. 15(b), also guarantees a positive growth rate in the optimized
thermal field. The growth rate in the center of the SiC seed is estimated
as 43 μm/h for 𝑃𝑎𝑟𝑔𝑜𝑛 = 100 Pa, according to Eq. (1). However, the
condition in our model is much different from that in Eq. (1), the
constants 𝑎, 𝑏, and 𝑐 are not clear in our model as a result. Besides, the
temperature inside the source powder is much higher than the surface,
and therefore the global ATD/𝐿𝑧 of the whole source powder is higher
than that just calculated from the surface. Consequently, the growth
rate in our model is higher than that estimated from Eq. (1).

4. Conclusions

In this paper, we have designed a ‘‘3 separation heater method’’
for SiC crystal growth, and the numerical simulation has been carried
out by the FEM. It is found that 3 important parts of the growth cell
can be heated independently by 3 heaters, to realize the temperature
control separately. By adjusting the structural parameters and the
power parameters of the 3 heaters, a series of different temperature
8

distribution results are obtained. In this work, 6 optimizing parameters
(𝐿, 𝑑, 𝑅1, 𝑅2, 𝑃2, and 𝑃3) and 2 target parameters (the RTD and
ETG) that significantly affect the radial temperature distribution on
the seed crystal surface are investigated, and the complex non-linear
relationship between them is mapped by the BP neural network. Then,
the Pareto frontier solutions are obtained by using NSGA-II and the
optimal candidate is selected based on the optimal thermal field we set.
The optimized condition gives birth to a slightly convex temperature
distribution curve on the seed crystal, with an RTD of 10.9 K and ETG
of 1447.7 K∕m.
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