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Chemical order in amorphous silicon carbide
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While ordering in alloy crystals is well understood, short-range ordering in amorphous alloys remains
controversial. Here, by studying computer-generated models of amorphous SiC, we show that there are
two principal factors controlling the degree of chemical order in amorphous covalent alloys. One, the
chemical preference for mixed bonds, is much the same in crystalline and amorphous materials. Howev-

er, the other factor, the atomic size difference, is far less effective at driving ordering in amorphous ma-

terial than in the crystal. As a result, the amorphous phase may show either strong ordering (as in

GaAs), or weaker ordering (as in SiC), depending upon the relative importance of these two factors.

Chemical ordering plays a crucial role in determining
the properties of binary crystals, and has been studied ex-
tensively. Recently there has been great interest in
another class of materials, amorphous binary compounds
such as amorphous GaAs (a-GaAs) and amorphous SiC
(a-SiC). It is hoped that these may have technological
applications, in analogy with amorphous Si and C. How-
ever, the understanding of such materials poses a new
challenge. Unlike the crystalline phases, amorphous ma-
terials have no long-range order, so ordering cannot
occur on distinct sublattices. Nevertheless, some materi-
als preserve strong short-range chemical ordering even in
the amorphous phase. For example, in a-GaAs, the Ga is
surrounded primarily by As, and vice versa. '

Aside from III-V compounds, perhaps the most stud-
ied amorphous covalent alloy is a-SiC. Yet, despite in-
tense interest in a-SiC, its structure has remained contro-
versial. The characterization of a binary amorphous
system represents a formidable challenge; and experimen-
tal studies have difFered widely in their conclusions, even
on such basic aspects as the carbon coordination and the
fraction of homonuclear bonds.

In view of the experimental uncertainties, it is particu-
larly disturbing that recent theoretical studies have
reached conflicting conclusions. Finocchi et al. found
that C atoms in a-SiC are primarily fourfold coordinated,
and that a-SiC has negligible chemical ordering. In con-
trast to this, Kelires found stronger chemical ordering,
but with half the C atoms threefold coordinated. While
the ab initio approach of Ref. 3 is expected to be more re-
liable, the conclusion that ordering is negligible in a-SiC
is so counterintuitive as to require some explanation.

Here, we explain the origin of the discrepancy between
these theoretical studies, ' resolving their differences.
More important, we isolate the factors determining the
degree of ordering in the crystalline and amorphous
phases. In this way we explain why a-SiC is weakly or-
dered compared with the crystal.

Specifically, we show that there are two separate fac-
tors controlling the ordering: the chemical preference for
Si-C bonds, and the atomic size difference between the
two constituents. The chemical preference contributes to
ordering in much the same way whether the system is
crystalline or amorphous. However, the size difFerence

between the constituents acts as a strong driving force for
ordering in the crystal, while having much less effect on
chemical order in the amorphous material. Thus in a-
SiC, where the atomic size difference is large and the
enthalpy of formation is small, the amorphous system ex-
hibits far weaker ordering than the crystal. This is in
contrast to GaAs, where the size difference is smaller and
the enthalpy larger, giving strong ordering even in the
amorphous phase. '

We begin by computationally generating a "sample" of
a-SiC, much as in Refs. 2 and 3. Our samples have 108 C
atoms and 108 Si atoms per cell, with periodic boundary
conditions. The unit cell is simple cubic, with a volume
corresponding to the density of crystalline SiC. The
atomic interactions are modeled with a classical intera-
tomic potential. The many-body form of the potential
reproduces the behavior of Si, C, and SiC rather well.
Relevant aspects of the potential are discussed further
below. While the potential is not as accurate as the ab in-
itio approach of Ref. 3, it has other advantages, which
will be apparent below.

Using a continuous-space Monte Carlo method, we
first thoroughly equilibrate the liquid at 8000 K. The
sample is then quenched at a rate of -8 steps per atom-
K, to 300 K. The have checked that our results are not
very sensitive to the quench rate or sample size.

The resulting structure can be characterized in part by
its radial distribution function (RDF), which is shown in
Fig. 1. To better show the structure, the RDF is decom-
posed into probabilities of C-C, C-Si, and Si-Si pairs at
distance r. The C-C RDF has a peak at 1.55 A, and a
second maximum at 2.58 A. The area under the first-
neighbor peak (based on several samples as discussed
below) corresponds to n„=1.33, i e , each C .at.om has
1.33 C neighbors. The C-Si RDF has a peak at 1.93 A,
and a second peak at 2.91 A, with n„=2.67. Thus, each
C atom has a total of 4.0 neighbors on average, as in the
crystal. These peak positions are similar to those of Ref.
3.

The Si-Si RDF has a broad range of neighbor dis-
tances, as in Ref. 3, so n„ is not we11 defined. The sharp-

0
ness of the dip in the Si-Si RDF at around 2.8 A is an ar-
tifact of the cutoff of the potential, and has been dis-
cussed elsewhere. ' %'hile this dip is unrealistic, it
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FIG. 1. Calculated radial distribution function (RDF) for a-
SiC. Separate contributions from C-C, C-Si, and Si-Si pairs are
shown. The deep dip between 6rst and second peaks for the Si-
Si distribution reflects an artifact of the potential, as discussed
in the text.

does not appear to significantly affect the overall struc-
ture or chemical ordering.

Our central concern here is with the chemical ordering
in a-SiC. The short-range order is a fundamental aspect
of the structure, and is particularly important in deter-
mining the electronic properties. " A convenient mea-
sure of disorder is

ncc uncs

For perfect chemical order, as in crystalline SiC, there
are no C-C bonds so g=0 (no disorder). For a perfectly
random system, n„=n„, so y= 1 (complete disorder).

The simulation results give g=0.5, midway between
random and fully ordered. Comparable ordering was
found by Kelires. This would appear to be in substantial
disagreement with the ab initio simulations of Finocchi
et al. , who found y=0.9, and concluded that there was
no significant chemical ordering. However, in that work
roughly 15% of the carbon atoms had apparently segre-
gated into graphitic regions. ' Thus, the result g-1
does not indicate a lack of chemical order; rather it
rejects averaging over two regions of opposite order,
segregating (y && 1) versus ordering (y ( 1). If we exclude
the 15% of graphitic carbon from the counting, the de-
gree of disorder in the SiC-like regions in Ref. 3 is es-
timated to be roughly y-0.6. Thus, our result y=0.5 is
in reasonable accord with the ab initio simulation, which
we interpret as indicating moderate chemical order in a-
SiC. However, we emphasize that the absolute degree of
ordering is not the central result here. This is better
determined by ab initio methods, once heterogeneity is
properly accounted for. Rather, the principal result here
is the mechanism determining the ordering, discussed
below.

(The potential used here does not include vr bonding, as
discussed below, so it cannot describe segregation of gra-
phitic carbon. It is not yet clear whether the graphitic
regions of Ref. 3 are a universal feature of a-SiC. In equi-
librium, as SiC is cooled from a liquid, up to 60%%uo of the
C segregates as graphite from the Si-rich liquid before
reaching 2800 K, where SiC becomes stable. ' Since
graphite can segregate from the liquid much faster than it

can recombine with the solid Si-rich SiC, the presence of
graphitic C could be an artifact of the kinetics of quench-
ing. On the other hand, the formation of graphitic C
could actually lower the energy in a-SiC by relieving
stress, analogous to the effect of hydrogenation on a-C. '

)

The large number of threefold-coordinated C atoms in
Kelires's model is apparently an artifact of an earlier po-
tential which I originally proposed for SiC. That poten-
tial (like the one used here) is too short ranged to discrim-
inate m bonding. Since the C potential was fitted to
graphite, among other structures, it produces energies for
threefold-coordinated C atoms which are appropriate for
n-bonded structures. This has proven acceptable in con-
texts where essentially all threefold C atoms are m bond-
ed, such as a-C and fullerenes. However, for the vacancy
in diamond, where m. bonding cannot occur, that poten-
tial underestimates the formation energy substantially. '"

Similarly, in the present context that potential underes-
derestimates the energy of threefold-coordinated C
atoms. m bonding generally cannot occur in a-SiC (other
than in segregated graphitic regions). A carbon atom,
even if threefold coordinated, cannot form a proper m.

bond with a fourfold-coordinated C atom, or with any Si
atom. Here we therefore use a recent alternative parame-
trization of the potential. This version is fitted only to
non-m-bonded structures, and gives an excellent descrip-
tion of C defects in Si.

Our principal goal here is not to simulate the structure
of a-SiC, which has already been done with more accu-
rate methods. It is rather to determine what factors or
mechanisms control the degree of chemical order in the
amorphous material. We begin by considering a grossly
simplified statistical model for chemical ordering. A
given C atom has equally many ways of forming C-C and
C-Si bonds. In equilibrium, the probability of forming a
bond is weighted by a Boltzmann factor e . If we
neglect any geometric constraints, then the only energy
difference comes from the chemical preference for Si-C
bonds, and the ratio of C-C to C-Si bonds becomes

Here bH isthe enthalpy per bon d of
SiC, i.e., the energy of a Si-C bond ( —0.19 eV) relative to
the average of a Si-Si bond and a C-C bond in the dia-
mond structure. Then the degree of disorder expected in
equilibrium would be

hH/kT

However, we cannot expect the material to actually be
in equilibrium, nor can we assume geometric constraints
to be negligible. To see the actual dependence of disorder
on bH, we generate a series of hypothetical materials,
which differ from SiC only in having different values of
b,H. (The potential used here has a single parameter
which controls AH. ) The ability to isolate a single fac-
tor in this manner is a key advantage of our empirical
model for the atomic interactions. Such a study would be
impossible using ab initio methods.

For each hypothetical material, we perform a complete
simulation as above, generating an amorphous "sample. "
From the RDF, we extract n„and n„, and thence the
disorder y. The results of these extensive calculations are
summarized in Figs. 2 and 3.
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FIG. 2. Average number of neighbors of carbon atoms, for a
series of hypothetical materials differing from a-SiC only in the
value of EH. C-C coordination n„(circles) and C-Si coordina-
tion n„(squares) are shown vs enthalpy of formation AH (in eV
per bond, for SiC relative to pure C and Si, with each in the dia-
mond structure). Solid lines are fitted (Ref. 16), as discussed in

text.

Figure 2 shows the average number of C-C and C-Si
bonds formed by a C atom, for each sample studied,
versus the value of bH. There is a clear trend towards
more C-C bonds and fewer C-Si bonds with increasing
AH. There is also clearly some statistical noise in addi-
tion to the systematic variation with AH. The values of
n„and n„quoted above were therefore actually deter-
mined from a fit' to the entire data set, shown as solid
lines in Fig. 2.

The disorder y= n„ln„ for each sample is shown in

Fig. 3. In close analogy with Eq. (2), ln(y) varies linearly
with hH. However, the slope is much smaller than ex-
pected from Eq. (2), and the data do not pass through the
origin. Thus, the simplest equation that can describe the
data is

e(EH+a j/kT (3)

It is possible to assign physical interpretations to both c,

and T', which shed considerable light on the ordering in
a-SiC.

The slope in Fig. 3 corresponds to an effective tempera-
ture of T*-6000 K, rather than to the actual tempera-
ture (300 K) of the sample. Evidently, as we cool the
sample, the structure remains in quasiequilibrium down
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FIG. 3. Logarithm of the calculated order parameter
y=n„/n„vs enthalpy of formation hH, for a series of hy-
pothetical materials differing from a-SiC only in the value of
hH. Line is a least-squares fit. Filled and open squares refer to
results of Ref. 3, with and without a correction to exclude gra-
phitic regions, as discussed in text.

to T-T*, at which point it falls out of equilibrium.
(Really T' is an upper bound on the temperature at
which the system falls out of equilibrium; the actual tem-
perature may be somewhat lower. '

) This temperature
should be weakly dependent on the cooling rate.

Analogous behavior was seen previously in the simpler
case of a-Si. There, Kelires and Tersoff' showed that the
distribution of local environments is determined by
quasiequilibrium at the temperature T* at which the sys-
tem falls out of equilibrium during cooling. For a-Si, this
presumably corresponds roughly to the melting point of
the amorphous material. In the case of a-SiC, the inter-
pretation of T* is less clear, since SiC does not melt into
a stochiometric liquid. In any case, the quantitative
value of T' is expected to be overestimated, since our po-
tentials tend to overestimate melting points. '

The simulation results in Fig. 3 clearly support the
simple statistical interpretation embodied in Eq. (3).
From this perspective, the surprising thing is not that a-
SiC exhibits considerable chemical disorder. The weak
ordering follows naturally from the small value of hH.
The question, rather, is why the crystal is almost perfect-
ly ordered.

The answer lies in geometric constraints. (The topo-
logical constraints imposed by ring statistics appear not
to play an important role here. ' ) In the SiC crystal,
every bond is equivalent, and there is no strain. Howev-
er, if any atom sits on the wrong sublattice, it creates
several Si-Si or C-C bonds, which cannot be accommo-
dated without large local strains. In contrast, in the
amorphous material the structure can adjust to accom-
modate the chemical disorder to some extent, reducing
the cost in energy.

Figure 3 suggests that size effects persist in a-SiC, but
to a much smaller degree than in the crystal. If b,H were
the sole factor driving chemical order, then for AH=0
there should be no order, and the solid line in Fig. 3
would pass through the origin. Instead, for AH=0 there
is still significant ordering (g-0.7), which can be
modeled via Eq. (3) as an energetic preference e- —0.2
eV for Si-C bonds in addition to the chemical preference
hH. This extra ordering arises because, even in the
amorphous state, the system can best eliminate local
strain by alternating Si and C atoms.

We have directly confirmed this picture by calculating
the atomic-scale stresses, as in Ref. 21. Si and C atoms in
a-SiC are under compressive and tensile stress, respec-
tively, just as for antisite disorder in crystalline SiC. In
the crystal, however, the atomic stresses that we calculate
for antisite disorder are 3—4 times greater than the
stresses found in a-SiC. Since the energy scales as the
square of the stress, the characteristic energies associated
with chemical disorder are an order of magnitude smaller
in a-SiC than in the crystal. This is the fundamental
reason for the weaker ordering in a-SiC.

Thus in a-SiC, the chemical preference hH = —0.2 eV
for Si-C bonds is comparable to the contribution c = —0.2
eV from the atomic size difference. In contrast to this, in
the crystal the size effect is an order of magnitude
stronger, and provides by far the dominant driving force
for order. In the crystal, the chemical term hH is essen-
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tial only in fixing the ground state.
In conclusion, we have identified two factors that

determine the ordering in amorphous covalent com-
pounds such as a-SiC. The chemical preference for
mixed bonds plays a similar role in the amorphous and
crystalline structures. However, the atomic size
difference is a powerful driving force for ordering in the
crystal, while playing a greatly reduced role in the amor-
phous system. Similar effects should be seen in alloys

which segregate rather than ordering, with size-driven
segregation suppressed in the amorphous structure, while
chemically driven segregation remains as effective as in
the crystal.
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